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ABSTRACT 

 Polarization-mode dispersion (PMD) is a major impairment for high bit rate 

systems resulting in pulse broadening and distortion and thus leading to system 

performance degradation. Given the stochastic nature of PMD, it is extremely 

important to characterize PMD on buried fibers to gain a better understanding of its 

statistical characteristics. To characterize PMD on three different 95-km fibers within 

a slotted-core, direct buried, standard single-mode fiber-optic cable, we have 

configured an automated, long-term PMD measurement system, using a polarization 

analyzer, a tunable laser source and a PC. We report the detailed long-term 

measurement of differential group delay (DGD) on the above-mentioned fibers and 

make predictions regarding the probability, frequency and duration of high-DGD 

occurrences. 

 The plots of DGD showed DGD to change with time slowly but randomly and 

high-DGD events to be spectrally localized. Through analysis of measured DGD data, 

we were able to verify the Maxwellian distribution of DGD. The mean DGD, in most 

cases, was observed to vary by about 10 % or less during the measurements. The drift 

times obtained from the DGD data measured for a very long period agreed well with 

those reported by others. DGD bandwidths estimated on different fiber spans agreed 

well with the bandwidths found using the theoretical spectral autocorrelation fits. 

Outage analysis showed DGD excursions of three or more times the mean DGD to be 

infrequent and relatively short lived. This finding is significant for network operators 

who must assess the impact of PMD on network reliability. 

 iv



TABLE OF CONTENTS 

1. Introduction …………………………………..…………………………….. 1 

2. Polarization-mode dispersion concepts ……..…………………………….. 5 

2.1. Polarization effects in lightwave systems...…………………………….. 5 

2.2. What is PMD? ..………………………………………………………… 6 

2.3. Causes of PMD ..……………………………………………………….. 6 

2.3.1. Birefringence ..……………………………………………... 6 

2.3.2. Mode coupling……………………………………………… 8 

2.4. PMD in short fibers ...…………………………………………………… 9 

2.5. PMD in long fibers ...……………………………………………………10 

2.6. Principal States model...………………………………………………... 12 

2.7. PMD vector ..……………………………………………………………13 

2.8. Second-order PMD ..……………………………………………………14 

2.9. Statistical nature of PMD...…………………………………………….. 15 

          2.10. PMD in the presence of PDL...………………………………………… 17 

          2.11. Emulation of PMD...…………………………………………………… 17 

2.11.1. Emulators with fixed orientations………………………… 18 

2.11.2. Emulators with rotatable sections………………………… 19 

2.11.3. Emulators with variable DGD elements………………….. 20 

          2.12. Numerical simulation of PMD...……………………………………….. 22 

          2.13. System impairments due to PMD ..……………………………………. 24 

         2.14. PMD tolerance of different modulation formats………………………... 26 

         2.15. PMD compensation techniques    …………………………………….… 27 

 v



                  2.15.1. Electrical PMD compensation ..……………………………28 

                 2.15.2. Optical PMD compensation …..………………………... ..29

       2.15.3. KU-PMD compensation system ..………………………….33 

      3.   PMD measurement methods ..……………………………………………..35 

3.1. The pulse delay method ..………………………………………………36 

3.2. The modulation phase-shift method ...………………………………….37 

3.3. The interferometric method...…………………………………………..38 

3.4. The Poincare arc method...……………………………………………..40 

3.5. The fixed analyzer method...……………………………………………41 

3.6. The Jones Matrix Eigenanalysis (JME) method...……………………...43 

      4.   Measurement Setup…...……………………………………………………48 

      5.   Measurement results and data analysis…...………………………………50 

            5.1. Tests & Plots ..…………………………………………………………..50 

                    5.1.1. DGD color maps ..……………………………………………….50 

                    5.1.2. DGD histograms ..……………………………………………….51 

                    5.1.3. Temporal autocorrelation ..………………………………………51 

                    5.1.4. Frequency autocorrelation ..……………………………………..51 

                    5.1.5. System outage analysis...………………………………………...52 

                    5.1.6. Derivation of the expression for Rout ……………………………..53 

            5.2. Long-term measurements of individual buried fiber spans ..…………...55 

                   5.2.1. Measurement setup...……………………………………………..55 

                  5.2.2. Plots of DGD vs. wavelength and time……………………………56 

                  5.2.3. Histograms of measured DGD data...……………………………..59 

 vi



                  5.2.4. Mean DGD variation with time...…………………………………61 

                  5.2.5. Temporal drift properties of DGD………………………………...63 

                  5.2.6. Spectral behavior of DGD...………………………………………65 

                  5.2.7. System outage analysis...………………………………………….67 

           5.3. Long-term measurements of concatenated fiber spans...………………...71 

                  5.3.1. Measurement setup...……………………………………………...71 

                  5.3.2. Plots of DGD vs. wavelength and time……………………………72 

                  5.3.3. Histograms of measured DGD data...……………………………..75 

                  5.3.4. Mean DGD variation with time...…………………………………77 

                  5.3.5. Temporal drift properties of DGD...………………………………79 

                  5.3.6. Spectral behavior of DGD...………………………………………81 

                  5.3.7. System outage analysis...………………………………………….83 

           5.4. Design rules based on DGD margin...…………………………………...86 

           5.5. Example scenarios (Single-span only)...…………………………………87 

 6.   Conclusions and future work………………………………………………….88 

           6.1. Conclusions...…………………………………………………………….88 

           6.2. Future work...…………………………………………………………….89 

      References…...…………………………………………………………………..91     

      Appendix A. Automated DGD measurements using polarization analyzer. 

      Appendix B. Measured temporal and spectral PMD characteristics and their  

                            implications for network-level mitigation approaches. 

      Appendix C. Analysis and comparison of measured DGD data on buried single-   

                           mode fibers. 

 vii



LIST OF FIGURES 

Fig. 2.1. Decorrelation of polarization in long fibers………………………………....8 

Fig. 2.2. Spatial evolution of polarization caused by uniform birefringence…………9 

Fig. 2.3. Time-domain effect of PMD in a short fiber……………………………….10 

Fig. 2.4. Model for a long fiber as a concatenation of birefringent sections with    

              birefringence axes and magnitudes that change randomly along the  

              fiber length…………..……………………………………………………...11 

Fig. 2.5. Normalized Maxwellian distribution, with magnified tail portion…………16 

Fig. 2.6. PMD emulator with sections of PM fibers of unequal length and with  

              rotatable connectors………………………………..……………………….19 

Fig. 2.7. Schematic diagram of the PMD emulator with variable DGD elements…..21 

Fig. 2.8. General scheme for optical PMD compensation…..……………………….29 

Fig. 2.9. Optical compensation schemes. (a) PSP method (2 DOF), (b) 1st order 

              post comp (2 DOF), (c) 3 DOF post comp, (d) 4 DOF post comp,  

             (e) 5 DOF post comp, (f) polarizer method (2 DOF). ………………..……..31 

Fig. 2.10. Block diagram of KU-PMD compensation system………..……………...33 

Fig. 3.1. PMD measurement by the pulse-delay method………………..…………...36 

Fig. 3.2. PMD measurement by the modulation phase-shift method………..……….37 

Fig. 3.3. PMD measurement by the interferometric method…………..…………….39 

Fig. 3.4a. PMD measurement using the fixed analyzer method…………..…………42 

Fig. 3.4b. Alternate setup for the fixed analyzer PMD measurement………..………42 

Fig. 3.5. PMD measurement by the JME method………………………..…………..44 

 viii



Fig. 4.1. Measurement setup used for making automated DGD measurements…..…48 

Fig. 5.1. Measurement setup for characterizing individual buried fiber spans……....55 

Fig. 5.2. Measured, normalized DGD vs. wavelength and time for fiber span 1……57 

Fig. 5.3. Measured, normalized DGD vs. wavelength and time for fiber span 2……57 

Fig. 5.4. Measured, normalized DGD vs. wavelength and time for fiber span 3…....58 

Fig. 5.5. Histogram of measured, normalized DGD data on fiber span 1………..….59 

Fig. 5.6. Histogram of measured, normalized DGD data on fiber span 2………..….60 

Fig. 5.7. Histogram of measured, normalized DGD data on fiber span 3…………...60 

Fig. 5.8. Frequency-averaged DGD and temperature vs. time for fiber span 1……...61 

Fig. 5.9. Frequency-averaged DGD and temperature vs. time for fiber span 2……...62 

Fig. 5.10. Frequency-averaged DGD and temperature vs. time for fiber span 3…….62 

Fig. 5.11. Normalized temporal ACF of frequency-averaged DGD data on fiber  

                span 1 and its theoretical curve-fit………………………..……………….63 

Fig. 5.12. Normalized temporal ACF of frequency-averaged DGD data on fiber  

                span 2 and its theoretical curve-fit…………………………………..…….64 

Fig. 5.13. Normalized temporal ACF of frequency-averaged DGD data on fiber  

                span 3 and its theoretical curve-fit………………………………………...64 

Fig. 5.14. Normalized spectral ACF of time-averaged DGD data from fiber  

                 span 1 and its adjusted theoretical curve-fit………………………………65 

Fig. 5.15. Normalized spectral ACF of time-averaged DGD data from fiber  

                span 2 and its adjusted theoretical curve-fit…………………………….....66 

Fig. 5.16. Normalized spectral ACF of time-averaged DGD data from fiber  

 ix



                span 3 and its adjusted theoretical curve-fit………………...……………..66 

Fig. 5.17. Calculated outage probability, Pout, and mean outage rate Rout, versus  

                threshold/mean DGD for the three fiber spans……………………..……..68 

Fig. 5.18. Calculated mean outage duration, Tout, as a function of  

                threshold/mean DGD for the three fiber spans…………………..………..68 

Fig. 5.19. Measurement setup for characterizing the concatenated fiber spans……..71 

Fig. 5.20. Measured, normalized DGD vs. wavelength and time for fiber  

                spans 1 and 2 concatenated (18 days)………………………….……….…72 

Fig. 5.21. Measured, normalized DGD vs. wavelength and time for fiber  

                spans 2 and 3 concatenated (21 days)…………………………………..…73 

Fig. 5.22. Measured, normalized DGD vs. wavelength and time for fiber  

                spans 1 and 3 concatenated (16 days)……………………………………..73 

Fig. 5.23. DGD/Mean DGD vs. Time at 1560 nm on fiber spans 1 and 2   

                Concatenated………………………………………………………………74 

Fig. 5.24. DFT of DGD at 1560 nm with mean value subtracted from DGD data….75 

Fig. 5.25. Histogram of measured, normalized DGD data on fibers 1 and 2 

                concatenated……………………………………………………………...76 

Fig. 5.26. Histogram of measured, normalized DGD data on fibers 2 and 3  

                concatenated….…………………………………………………………...76 

Fig. 5.27. Histogram of measured, normalized DGD data on fibers 1 and 3  

                concatenated……………………………………………………………...77 

Fig. 5.28. Frequency-averaged DGD and temperature vs. time for fiber  

 x



                spans 1 and 2 concatenated……………..…………………………………78 

Fig. 5.29. Frequency-averaged DGD and temperature vs. time for fiber  

                spans 2 and 3 concatenated………………………………………..………78 

Fig. 5.30. Frequency-averaged DGD and temperature vs. time for fiber  

                spans 1 and 3 concatenated……………………………………..…………79 

Fig. 5.31. Normalized temporal ACF of frequency-averaged DGD data on fiber  

               spans 1 and 2 concatenated and its theoretical curve-fit……..…………….80 

Fig. 5.32. Normalized temporal ACF of frequency-averaged DGD data on fiber  

                spans 2 and 3 concatenated and its theoretical curve-fit………..…………80 

Fig. 5.33. Normalized temporal ACF of frequency-averaged DGD data on fiber  

                spans 2 and 3 concatenated and its theoretical curve-fit…………..………81 

Fig. 5.34. Normalized spectral ACF of time-averaged DGD data on fiber  

                spans 1 and 2  and it’s adjusted theoretical curve-fit……..……………….82 

Fig. 5.35. Normalized spectral ACF of time-averaged DGD data on fiber  

                spans 2 and 3 and it’s adjusted theoretical curve-fit……………..………..82 

Fig. 5.36. Normalized spectral ACF of time-averaged DGD data on fiber  

                spans 1 and 3 and it’s adjusted theoretical curve-fit……..………………..83 

Fig. 5.37. Calculated outage probability, Pout, and mean outage rate Rout, versus  

                threshold/mean DGD for the concatenated fiber spans……………..…….84 

Fig. 5.38. Calculated mean outage duration, Tout, as a function of  

                threshold/mean DGD for the concatenated fiber spans………..………….84 

 

 xi



LIST OF TABLES 

Table. 3.1. Summary of different PMD measurement methods………..……………47 

Table. 5.1. Predicted mean time between outages (MTBOs) and mean  

                  outage durations for different DGD tolerances………….………………69 

Table. 5.2. Values of Pout, Rout and Tout for different values of  

                  threshold / mean DGD on fiber span 1…………………..………………70 

Table. 5.3. Predicted mean time between outages (MTBOs) and mean  

                  outage durations for different DGD tolerances………….………………85 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 xii



1. INTRODUCTION 

Over the years, many forms of communication systems have been devised. 

The basic motivations behind each new form were to improve the transmission 

fidelity, to increase the data rate and to enhance the transmission distance between 

repeater stations. The bit rate-distance product BL, where B is the transmission bit 

rate and L is the repeater spacing, measures the transmission capacity of 

communication links [5]. The advent of telegraphy began the era of electrical 

communications with a very low bit rate using wire pairs as the channel. But, it is the 

invention of telephone and the development of worldwide telephone networks that led 

to many advances in the design of electrical communication systems. Coaxial cables 

replaced the wire pairs thereby increasing the system capacity considerably. 

However, losses in the coaxial cable were found to be frequency dependent and 

increase rapidly beyond 10 MHz. This led to the development of microwave 

communication systems operating at frequencies of 1 to 10 GHz. Both coaxial and 

microwave systems operate at data rates of up to a few hundred Megabits/ second 

(Mb/s), but microwave communication systems allow for a larger repeating spacing 

than coaxial systems. Further, it was realized in the later half of 20th century that a 

multi-fold increase in BL product can be achieved by using optical carrier over a fiber 

and this realization led to the era of fiber optic communications [4]. 

The fiber-optic communication technology is barely three decades old but it 

has made tremendous progress over a short period. The first generation fiber-optic 

systems operated with a wavelength near 0.8 µm at bit rates of few tens of Mb/s and a 
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repeater spacing of about 10 km. The repeater spacing of these systems was limited 

by the fiber loss at the operating wavelength of 0.8 µm and the inter-modal dispersion 

in multi-mode fibers. The second-generation fiber optic systems operated near 1.3 µm 

where fiber loss is less than 1 dB/km and the chromatic dispersion is minimum. These 

systems operated at bit rates of up to 1.7 Gb/s on single-mode fibers with a repeater 

spacing of about 50 km. The repeater spacing was further enhanced for third 

generation systems that operated near 1.55 µm (where the fiber loss is ~ 0.25 dB/km) 

with data rates of up to 4 Gb/s over distances in excess of 100 km. But these systems 

faced the problem of large fiber dispersion near 1.55 µm, which was overcome by 

using single-longitudinal-mode lasers with either single-mode fiber (SMF) with 

dispersion compensating fiber (DCF) or dispersion shifted fiber (DSF) [4]. 

The current fourth generation of fiber-optic systems makes use of optical 

amplification for increasing the repeater spacing and of wavelength-division 

multiplexing (WDM) for increasing the data rate. The development of erbium-doped 

fiber amplifiers (EDFAs) has revolutionized the design of fiber-optic links by 

replacing the electronic repeaters. These fourth generation WDM systems can operate 

at bit rates of 40 Gb/s per wavelength over distances of a few thousand kilometers. 

However, in spite of using dispersion compensation schemes, the residual dispersion 

accumulates over such long distances resulting in the reduction of achievable 

transmission distances. To combat this problem, the use of solitons is proposed for 

the next (fifth) generation fiber optic systems. Solitons are optical pulses that preserve 

their shape during propagation in a fiber by counteracting the effect of dispersion 
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through the fiber non-linearity [4]. However, as the bit rate approaches 10 Gb/s and 

beyond, both the fourth and fifth generation systems face a different type of 

dispersion impairment called polarization-mode dispersion (PMD) that imposes 

detrimental effects if not handled properly. 

PMD is caused by optical birefringence and is a fundamental property of 

single-mode optical fiber and components in which signal energy at a wavelength is 

resolved into two orthogonal polarization modes of slightly different propagation 

velocity. PMD is a major impairment for high bit rate systems resulting in pulse 

broadening and distortion and leading to system performance degradation. Unlike the 

chromatic dispersion, PMD varies stochastically in time making it particularly 

difficult to assess, counter or cope with [3]. Therefore, a thorough understanding of 

the statistical characteristics of PMD is essential for system engineers to ensure 

reliable communication at high bit rates over fiber-optic links. 

This thesis is an attempt to characterize PMD on buried fibers made available 

by Sprint. While PMD is a vector quantity, with a magnitude (DGD) and a direction 

(PSP), this thesis deliberately focuses exclusively on DGD, as this is a readily 

measured parameter on installed optical networks.  The statistical distribution and 

behavior of PSPs has been extensively studied and reported elsewhere. Long-term 

DGD measurements were made on the fiber links and the data captured is analyzed to 

understand the temporal, spectral, distributional and system outage properties of 

PMD. Chapter 2 of this report discusses the different aspects of PMD including the 

causes of PMD, PSP model, and emulation and mitigation techniques. Different time-
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domain and frequency-domain methods used to measure PMD are described in 

Chapter 3. Chapter 4 gives a detailed description of the measurement setup used and 

the procedure followed to perform long term, automated PMD measurements on 

buried fibers. The results obtained and the detailed analysis of the captured data is 

presented in Chapter 5. Finally, a few conclusions regarding the work done and 

recommendations for future work are made. 
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2. POLARIZATION-MODE DISPERSION CONCEPTS 

2.1 Polarization effects in lightwave systems 

 Polarization implies a definite direction and phase relationship between 

electric fields of a propagating wave. Polarization effects have historically played a 

minor role in the development of lightwave systems because commercial optical 

receivers are insensitive to polarization as they detect optical power rather than the 

optical field. But because of the recent developments like the optical amplifier, which 

has dramatically increased the optical path lengths achievable, and new transmitter 

and receiver technologies, which have pushed the capacity of optical fiber to its limit, 

small effects such as polarization-mode dispersion (PMD) and polarization-dependent 

loss (PDL) can accumulate in a span to the point where they become an important 

consideration for lightwave system developers [2]. PMD is discussed in detail in the 

remaining sections of this chapter. 

 PDL is a measure of the peak-to-peak difference in transmission of an optical 

component or system with respect to all possible states of polarization. It is the ratio 

of the maximum and the minimum transmission of an optical device with respect to 

all polarization states, defined as 10log(Tmax /Tmin) (dB) where T is the optical 

transmittance or power taken over the entire polarization-state space. Fiber bending, 

angled optical interfaces and oblique reflection are some of the causes of PDL. The 

impact of PDL on network performance is increased signal distortion, and 

consequently, higher bit-error-rate. PDL is usually characterized as a localized 
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component effect in contrast to the distributed nature of PMD. However, it interacts 

with PMD in nonlinear ways to dramatically increase system bit-error-rate [1]. 

2.2 What is PMD? 

 PMD is a property of a single-mode fiber or an optical component in which 

signal energy at a given wavelength is resolved into two orthogonal polarization 

modes with different propagation velocities [3]. The resulting difference in 

propagation time between polarization modes, known as differential group delay 

(DGD), leads to pulse broadening which causes a number of serious capacity 

impairments. 

2.3 Causes of PMD   

 The underlying cause of PMD in a fiber or an optical component is a 

phenomenon called birefringence. It is defined as the difference in refractive indices 

of a pair of orthogonal polarization states. The description of PMD in a fiber is further 

complicated by the fact that polarization modes can couple to each other, a 

phenomenon known as mode coupling [6]. 

2.3.1 Birefringence  

 Any optical wave of arbitrary polarization can be represented as the linear 

superposition of two orthogonally polarized HE11 modes in a waveguide. In the ideal 

case, where the waveguide has cylindrical symmetry, these two modes are 

indistinguishable or degenerate in terms of their propagation properties. The loss of 

degeneracy of polarization modes can be termed as birefringence. Birefringence can 

be attributed to both intrinsic and extrinsic factors. Intrinsic factors like non-circular 
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core or built-in asymmetric stress in a fiber result from processes during the fiber’s 

manufacture. A noncircular core gives rise to geometric birefringence, whereas a 

nonsymmetrical stress field creates stress birefringence. These factors cause the index 

of one polarized mode to differ slightly from other, resulting in different propagation 

velocities for the two modes. A light pulse traveling along the polarization mode with 

smaller refractive index travels with higher speed and so that polarization mode is 

termed as fast-axis and the other as slow-axis. PMD is more predominant in older 

fibers than newer fibers because modern process controls minimize all the stress and 

asymmetry in the fibers during manufacture.  

Extrinsic factors result from mechanical stress. Stress may occur due to 

twisting and bending of the fiber, or from environmental effects like temperature 

changes.  Twisting and bending can occur during cabling process and so PMD is a 

strong function of cable design [24]. Fiber twist creates circular birefringence 

whereas all the other perturbations mentioned above create linear birefringence in 

which the electric field vectors of the two linearly polarized waveguide modes are 

aligned with the symmetry axes of the fiber. Birefringence resulting from the above 

mentioned intrinsic and extrinsic factors may be of opposite sign and may add or 

subtract from each other. PMD in optical components may be caused by the 

birefringence of its sub-components, which may include segments of asymmetric 

fiber. Certain components exhibit PMD because of the parallel-path mechanism in 

which a signal propagates along parallel paths of slightly different optical length, 

where the splitting is a function of polarization, resulting in differential group delay. 
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2.3.2 Mode coupling 

The birefringence of a single-mode fiber varies randomly along its length 

owing to the variation in the drawing and cabling process [3]. As mentioned earlier, 

modeling of birefringence with the length of fiber gets complicated because of mode 

coupling. To understand the concept of mode coupling, consider a light pulse that is 

plane polarized in the fast-axis injected into the fiber. As the pulse propagates across 

the fiber, some of the energy will couple into the orthogonal slow-axis polarization 

state, this in turn will also couple back into the original state until eventually, for a 

sufficiently long distance, both states are equally populated, as illustrated in Fig. 2.1.  

 

Fig. 2.1. Decorrelation of polarization in long fibers [2]. 

The length of the fiber at which the ensemble average power in one orthogonal 

polarization mode is within 1/e2 of the power in the starting mode is called the 

coupling length or correlation length Lc. It is a statistical parameter that varies with 

wavelength, position along the length of the fiber and temperature. Typical values of 

coupling length range from tens of meters to almost a kilometer [6]. 
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2.4 PMD in short fibers (L<<Lc) 

 If the length of the fiber (L) is much less than the correlation length (Lc), then 

it is termed as ‘short’ fiber. In a short fiber, the birefringence can be considered 

uniform and the mode coupling is absent. Birefringence in a short fiber can be 

expressed as the difference between the propagation constants of the slow and fast 

modes as  

      
c

n
c
n

c
n fs ∆⋅

=
⋅

−
⋅

=∆
ωωω

β                                    (2.1) 

where ω is the angular optical frequency, c is the speed of light, and ∆n = ns-nf is the 

effective differential refractive index between the slow and fast modes [2]. 

 In short fibers, for a given input polarization state the state of polarization 

evolves in a cyclic fashion as the light propagates down the fiber, i.e., from linear to 

elliptical to circular and back through elliptical to a linear state as shown in Fig. 2.2. 

In the frequency-domain, for a fixed-input polarization state, as the light frequency is 

varied, the output polarization traces out a circle on the surface of a Poincare sphere. 

 

Fig. 2.2. Spatial evolution of polarization caused by uniform birefringence [2]. 
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 Beat length Lb, is defined as the propagation distance for which a 2π phase difference 

accumulates between the two modes or, equivalently, the polarization rotates through 

a full cycle and is given by Lb = λ/∆n, where λ is optical wavelength and ∆n is the 

differential refractive index. A typical value of beat length is ~10 m for standard 

telecommunications-type fibers [2].  

 Due to the absence of mode coupling in the short fibers, DGD (∆τ) 

accumulates linearly with fiber length. ∆τ can be found from the frequency derivative 

of the difference in propagation constants as 

                  ( n
d
d

cc
n

c
n

d
d

L
∆⎟

⎠
⎞

⎜
⎝
⎛+⎟

⎠
⎞

⎜
⎝
⎛ ∆

=⎟
⎠
⎞

⎜
⎝
⎛ ⋅∆

=
∆

ω
ωω

ω
τ )                        (2.2) 

The effect of PMD in the time-domain in a short fiber is illustrated in Fig. 2.3, where 

a pulse launched with equal power on the two birefringent axes results in two pulses 

at the output separated by the DGD. 

 

Fig. 2.3. Time-domain effect of PMD in a short fiber [2]. 

2.5 PMD in long fibers (L >> Lc) 

 Fibers of length (L) much greater than the correlation length (Lc) are termed 

‘long’ fibers. In long fibers birefringence is no longer uniform owing to the 

randomness in perturbations and presence of polarization-mode coupling discussed in 
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Sec. 2.3.2. Long fibers can be modeled as a concatenation of birefringent sections 

whose birefringence axes and magnitudes change randomly as shown in Fig. 2.4.  

 Birefringence in each section of a long fiber may either add to or subtract 

from the total birefringence and so DGD does not accumulate linearly with fiber 

length, unlike the short fiber case. Instead, DGD accumulates as a three-dimensional 

random walk, and on average increases with the square root of distance. Since the 

 

 

Fig. 2.4. Model for a long fiber as a concatenation of birefringent sections with 

birefringence axes and magnitudes that change randomly along the fiber length [1]. 

mode coupling, and hence DGD, varies with the fiber’s environment, a statistical 

approach should be adopted for analysis of PMD in long fibers. Transmission systems 

are generally in the long-length regime and so fiber PMD is often specified using a 

PMD coefficient having units of ps/(km) 1/2.  Fibers manufactured today have mean 

PMD coefficients smaller than 0.1 ps/(km) 1/2 whereas “legacy” fibers installed in the 

1980s may exhibit PMD coefficients greater than 0.8 ps/(km) 1/2 [2]. In the frequency-

domain, as the wavelength is varied, the output state of polarization (SOP) of a long 

fiber will trace out an irregular path on the Poincare sphere. Any portion of this path, 

over a small wavelength interval, can be represented as an arc of a circle, the center of 

which when projected normal to the plane of the circle to the surfaces of the sphere, 

 11



locates two diametrically opposed, orthogonal states of polarization known as 

principal states of polarization (PSPs) [3]. 

2.6 Principal States model 

 The Principal States model was developed by Poole and Wagner in 1986. This 

model provides both a time domain and a frequency domain characterization of PMD. 

It assumes that the coherence time of the source is greater than the PMD-induced time 

shift and also that PDL is negligible. 

 According to this model, in the frequency-domain, for a length of fiber, there 

exists for every frequency a special pair of input polarization states, called the input 

Principal States of Polarization (PSPs). A PSP is defined as that input polarization for 

which the output state of polarization is independent of frequency to first order. This 

means that an optical pulse that is aligned with a PSP at the input of a fiber will 

emerge at the output with its spectral components all having the same state of 

polarization. The PSPs are orthogonal in the absence of PDL [3]. In short fibers the 

principal states simply correspond to the polarization modes of the fiber whereas in 

long fibers these are determined by the cumulative effects of the birefringence over 

the entire span. An important characteristic of these PSPs is that they locate the axis 

of the sphere about which the output state of polarization rotates as wavelength is 

changed over a narrow wavelength interval. Each pair of input PSPs has a 

corresponding pair of orthogonal PSPs at the fiber output. The input and output PSPs 

are related by the fiber’s transmission matrix, just as any input polarization is related 

to a polarization at the fiber output [2]. In the case of long single-mode fiber paths, 
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where mode coupling is significant, the principal states of polarization move 

randomly about the sphere as a function of wavelength and can be considered fixed 

only over narrow wavelength intervals. But in the case of optical components where 

mode coupling is absent, the principal states of polarization are fixed; as wavelength 

changes, the output state of polarization orbits regularly around the principal states 

axis on the sphere [3].  

The time-domain description of Principal States model states that light pulse 

launched in any PSP results in an output light pulse that is undistorted to first-order. 

PSPs have group delays, which are the maximum, and minimum mean time delays 

and the difference between these two delays is called differential group delay (DGD) 

[7]. According to this model, complete description of the PMD of a particular fiber at 

a given time requires specification of both the differential group delay and the 

principal states of polarization as functions of wavelength. 

2.7 PMD vector 

 The polarization-mode dispersion vector Ω provides an intuitive representation 

of PMD. The PMD-vector Ω (z, t, ω) is a three-component polarization vector in 

Stokes space that varies randomly with fiber length z, time t and the optical frequency 

ω [8]. Τhe PMD-vector originates at the center of the Poincare sphere and points 

toward the PSP about which the output SOPs rotate in a counter clock wise direction 

with increasing optical frequency. The length or magnitude of the PMD-vector 

represents the DGD. 
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Any SOP can be expressed as a three-dimensional vector s composed of 

normalized Stokes parameters that can be located on the Poincare sphere. For a given 

constant input polarization to the fiber, PMD will manifest as a change in output 

polarization Stokes vector with frequency according to the relation [3]: 

   ds /dω = Ω × s                                             (2.3) 

A measure of DGD is the rate of rotation of the output SOP about the principal states 

axis regardless of degree of mode coupling. Therefore DGD can be expressed as [3] 

    ∆τ = ∆θ / ∆ω                                           (2.4) 

where ∆τ is the DGD in seconds, ∆θ is the amount of rotation about the principal states 

axis in radians and ∆ω is the optical frequency change that produced the arc, in 

radians/seconds. For highly mode-coupled devices the above relation must be evaluated 

over wavelength increments small enough that the PSPs remain fixed. 

 The above representation of the PMD-vector has several advantages in that it is 

the underlying model for most of statistical treatments of PMD and so it forms the basis 

for most of the known statistical properties (discussed in the next section) of the PMD-

vector. Also the above representation provides an elegant concatenation rule for the 

PMD-vector of a sequence of birefringent elements [8]. The drawback is that it does not 

incorporate the effects of polarization-dependent losses (PDL) in a straightforward way. 

2.8 Second-order PMD 

PMD variation with wavelength can be represented by a vector in Stokes 

space as Ω (ω) = ∆τq, where ω is angular frequency of the carrier, ∆τ is the DGD and 
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q is a unit Stokes vector pointing in the direction of fast PSP. Second-order PMD is 

described by the frequency derivative of Ω as  

Ωω = ∆τωq + ∆τ qω,                                                              (2.5) 

where the subscript ω indicates differentiation with respect to ω. The first component 

in the above equation, ∆τωq, is parallel to Ω, while the second component, ∆τ qω, is 

orthogonal to Ω since q . qω =0. The term ∆τqω describes PSP depolarization, a 

rotation of the PSPs with frequency, while ∆τω causes polarization-dependent 

chromatic dispersion (PCD) resulting in pulse compression or broadening. It can be 

viewed as polarization-dependent change in chromatic dispersion DL, of the fiber, 

described by an effective dispersion, [9] 

   λτ±= DLDLeff                                                      (2.6) 

where    τλ = -(πc/λ2) ∆τω  = 
λ
τ

d
d∆

2
1                                       (2.7) 

is the PCD and the plus and minus signs correspond to alignment with the two PSPs.  

2.9 Statistical nature of PMD 

 As discussed in the earlier sections, PMD in a fiber varies randomly with 

wavelength and also with environmental conditions. This is because of the randomness 

of mode coupling and core deformation due to external stress in the fiber. The PMD-

vector can be decomposed into three orthogonal vectors along the axes of the Poincare 

sphere, each of which is an independent random variable with zero mean and can be 

described statistically by the Gaussian distribution. The magnitude of the PMD-vector 

is the DGD given by the square root of the sum of the squares of the orthogonal 
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components. The impact of PMD on telecommunication systems can be predicted from 

the distribution of DGD (∆τ). It has been shown that in the random mode-coupled or 

long fiber regime, ∆τ follows a Maxwellian distribution, given by (2.8) and shown in 

Fig. 2.5. This means that the distribution of values of ∆τ measured over a wide 

wavelength range or over time at a fixed wavelength, if a changing environment acts 

upon the path, will be Maxwellian [3]. As a result of this variability, the PMD of a path 

is expressed statistically as mean DGD <∆τ> = πσ /8  or rms DGD <∆τ2>1/2 = 3σ  

                    ( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ ∆−

∆
=∆

22

2

3

22 σ

τ

σ
τ

π
τ ep                                             (2.8) 

for 0 < ∆τ< +∞ where ∆τ is DGD and σ2 is the variance. 

The probability density function of ∆τω has been derived [9] as 
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Fig. 2.5. Normalized Maxwellian distribution, with magnified tail portion [32]. 
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2.10 PMD in the presence of PDL 

 The concepts explained in the preceding sections of this chapter and the 

remaining parts of this report were based on the assumption that the PDL in the fibers 

and components is negligible. In the presence of PDL, the long-fiber model described 

in Sec. 2.5, where it is assumed to be a concatenation of small birefringent sections, 

and the PSP model become invalid. It has been shown that, in general, the two PSPs 

are no longer orthogonal in the presence of PDL [11]. Also with PDL, the two PSPs 

are not necessarily the fastest and slowest states and the maximum pulse spreading 

can be even larger than the DGD [10]. A comprehensive model for PMD in the 

presence of PDL is yet to be investigated. 

2.11 Emulation of PMD 

 An important issue for designers of high-performance systems is to measure 

performance degradation due to high PMD fiber spans. Present-day fibers have very 

low PMD values and so high-PMD fibers are not commercially available. Even if 

high-PMD fiber were available, it would be difficult to use it to rapidly explore a 

large number of different fiber ensembles, which are required to determine the 

distribution of penalties due to PMD [12]. Thus, to test optical systems that may be 

affected by PMD and also to characterize PMD compensators, it is critical to be able 

to accurately emulate first- and higher-order PMD and quickly cycle through a large 

number of different fiber PMD states [13].  

 Any PMD emulator that emulates transmission through communication fiber 

should have two key properties: [12][13][16]  
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1. The DGD should be Maxwellian-distributed over an ensemble of fiber 

realizations at any fixed optical frequency. 

2. When averaged over an ensemble of fiber realizations, the frequency 

autocorrelation function of the PMD emulator should tend towards zero as the 

frequency separation increases. 

     Different models for PMD emulators have been proposed in recent years. The 

most easily implemented emulator of first-order PMD is a length of polarization 

maintaining (PM) fiber [1]. The three popular emulator models are emulators with 

fixed orientations, emulators with rotatable sections and emulators with variable 

DGD elements. 

2.11.1. Emulators with fixed orientations 

         In this model, a PMD emulator is realized by connecting several short spans 

of PM fiber with some fixed angular offset between each section. This approach does 

not guarantee that the emulator has the PMD characteristics of a real fiber [15]. 

However, the emulator can be optimized to obtain a DGD distribution in good 

agreement with a Maxwellian distribution over an ensemble of frequencies. But the 

practical use of such emulators is limited due to the wide frequency range that one 

needs to sweep in order to obtain good statistics. One must assume that the behavior 

of the fiber remains the same at all frequencies even when studying only a single 

channel, which is not a realistic assumption. Also, it is not possible to study WDM 

systems using an emulator with fixed sections. In WDM systems, the frequency 

dependence of the dispersion, the gain and the loss, and system components greatly 
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affect the system performance. Thus, even if it were possible to vary the frequency of 

the laser sources while keeping their spacing fixed, it is still not possible to reproduce 

the correct system behavior of an ensemble of different fiber realizations [16]. Thus, 

in practice the use of PMD emulators with fixed orientations is very limited. 

2.11.2 Emulators with rotatable sections 

 Khosravani et al. [12] describes another model to emulate PMD using 

rotatable connectors between sections of PM fibers that generate an ensemble of high 

PMD fiber realizations by randomly rotating the connectors. The accuracy of the 

statistical properties of PMD using this model depends on the number of sections 

used, the more the number of sections used, the better the accuracy. 

  

                                                                               
PM Fiber PM Fiber . . . 

 

Fig. 2.6. PMD emulator with sections of PM fibers of unequal length and with 

rotatable connectors [12]. 

Rotatable 
connector 

  Fig. 2.6 shows the experimental setup of the PMD emulator with sections of 

PM fiber connected by rotatable-key connectors. Rotatable connectors allow the 

polarization axes of any two adjacent fibers to be rotated with respect to each other. 

The length of the PM fibers can be chosen using a Gaussian random variable. The 

total loss of the emulator varies with the angles between the PM fiber sections but it 

can be made more uniform by careful consideration of the connectors themselves. A 

large collection of DGD values can be obtained by emulating different fiber 

realizations either by changing the wavelength of the optical carrier after fixing the 
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angles between the PM fiber sections or by rotating the angles between each section 

of PM fiber. But in WDM systems, it is not feasible to change the optical frequency 

over a wide range. 

 Khosravani et al. [12] demonstrated that using 15 sections of PM fiber, a 

Maxwellian DGD distribution can be obtained by randomly rotating the angles 

between the fibers over a number of times at a fixed wavelength. Also, the second-

order PMD distribution is close to the ideal second-order PMD distribution (has the 

form of energy density of a first-order optical soliton [9]). A PMD emulator with 

rotatable sections also satisfies another condition required in WDM systems that the 

PMD vectors of different channels should be uncorrelated. Khosravani et al. [12] 

shows that negligible correlation between PMD vectors can be obtained by properly 

choosing the channel spacing. 

2.11.3 Emulators with variable DGD elements 

 The PMD emulator models described in earlier sections require a large 

number of sections to obtain the desired statistical properties. In addition, the 

configuration of these emulators should be changed to emulate various statistics. 

Furthermore, the probability distribution generated by these emulators typically had 

much smaller value than the exact Maxwellian distribution thereby underestimating 

the system outage probabilities of the rare DGD events. Lee et al. [14] describes a 

model for PMD emulator that overcomes all the above-mentioned drawbacks of the 

other emulator models. 
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 The schematic diagram of the proposed emulator is shown in Fig. 2.7. It uses 

variable-DGD elements, polarization controllers and a microprocessor. Multiple 

variable-DGD elements are concatenated with polarization controllers between them.  

 

 

 

 

 

 

 

    ∆τ3    ∆τ2

 Polarization    
 Controller 

                ∆τ1

                 PBS 

          Controller 

Fig. 2.7.Schematic diagram of the PMD emulator with variable DGD elements [14]. 

The polarization controllers can produce arbitrary rotation on the Poincare sphere 

after each DGD element. Thus, by controlling the DGD of each element to have 

Maxwellian distribution and the polarization controllers to scatter each PMD vector 

uniformly on the Poincare sphere, it is possible to emulate PMD with exact 

Maxwellian distribution, regardless of the number of DGD sections. Lee et al. [14] 

demonstrates that it is possible to generate PMD with real fiber’s characteristics at a 

fixed wavelength by using only three sections of DGD elements. However, this is not 

true for WDM systems where the PMD characteristics of each channel should be 

statistically independent. Lee et al. [14] shows that to emulate the statistically 

independent PMD in each WDM channel, it is required to use relatively large number 

of variable-DGD elements. 
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 The PMD emulator model described in this section has several advantages 

over other emulator models. The statistical characteristics obtained using this model 

are exact unlike the other models. This model allows the generation of various 

statistics without changing its physical configuration. Also, using this model it is 

possible to generate the first- and second-order PMD separately. The first-order PMD 

can be generated without higher-order PMD by controlling only one DGD element. 

The frequency-dependent PSP can be included by using one additional DGD element. 

To add the frequency-dependent DGD, more than two DGD elements should be 

controlled [14]. 

2.12 Numerical simulation of PMD 

 Numerical simulation, like emulation, is another way of testing system 

robustness to PMD-induced outage. Simulation can be used to explore the behavior of 

system performance in the presence of PMD, to understand the behavior of PMD 

compensators and to provide insight into the statistics of PMD [1]. The simulator 

model is similar to that of an emulator model (i.e., a series of birefringent elements 

sandwiched between polarization adjustments). Simulations usually use more sections 

than emulators and can use more sophisticated polarization adjustment than 

emulators. The flexibility inherent in numerical calculation allows randomness to be 

achieved more easily than in emulators. 

 Dal Forno et al. [17] describes a model for numerical simulation using coarse-

step method. It considers a SMF as a concatenation of unequal length segments with a 

given mean birefringence and random coupling angles. The Jones matrix T (ω) that 
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describes a concatenation of unequal sections of birefringent fiber can be expressed as 

[17] 
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where N is number of segments, Bn(ω) represents the birefringence matrix of nth 

segment with hn length, R(αn) is the matrix of a rotator that represent the random 

coupling angle between the segment axes, b is the PMD coefficient of the fiber in ps 

/√km and ω is the optical frequency. 

 For a given value of total PMD and fiber length L, the size of the each 

segment is randomly generated from a Gaussian distribution around the mean length 

L/N with standard deviation varying from 0-30% of the mean length. The phase φn in 

(2.11) accounts for the small temperature fluctuations along the fiber and it is a 

stochastic variable with a uniform distribution between 0 and 2π. αn is the random 

coupling angle between the segment axes and is a random variable with uniform 

distribution between 0 and π. The DGD, ∆τ, for a single wavelength can be calculated 

by calculating the Eigen values of the matrix Tω(ω)*T-1(ω), where Tω(ω) is the 

frequency derivative of the transmission matrix. Tω can be approximated as 
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[T(ω+∆ω)-T(ω)]/∆ω for a small frequency step, ∆ω. The DGD is determined using 

the expression [3], 
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where ρ1 and ρ2 are the Eigen values described above. 
 

2.13 System impairments due to PMD 

 Digital light wave systems rely on undistorted transmission of optical pulses 

through long lengths of fiber. Dispersive effects such as PMD cause pulse spreading 

and distortion and thus can lead to system penalties. 

 The differential group delay between the two pulses propagating in the fiber 

when the input polarization of the signal does not match the PSP of the fiber induces 

inter-symbol interference (ISI) impairment in a single digital transmission channel 

[1]. This impairment can be expressed as a power penalty ε of the form 
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where the penalty, expressed in dB, is assumed to be small. In (2.13) T is the bit 

interval, γ  (0≤γ≤1) is the power-splitting ratio and θ is the angle between the input 

polarization and the input PSP. ‘A’ is a dimensionless parameter that depends on 

pulse shape, modulation format and specific receiver characteristics and is determined 
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by simulation and experiment. The DGD value ∆τ in the above expression is the 

instantaneous DGD and is assumed to be constant during the penalty measurement. 

 In real systems, the power penalty caused by PMD will vary randomly owing 

to the random variation of the parameters γ and ∆τ. As per the industry standards, 

penalties in excess of 1 dB are unacceptable [2]. Assuming a Maxwellian distribution 

for ∆τ and a uniform distribution of γ and statistical independence of ∆τ and γ, it can 

be shown that ε has an exponential probability density function [2],  

                                          p (ε) = η exp (-ηε)                                             (2.14) 

where η= 16 T2 / (Aπ<∆τ>2) and <∆τ> denotes the average differential delay. The 

probability of observing a penalty greater than 1 dB is obtained by integrating the 

expression for p (ε) from 1 to infinity and is given by [2] 

                                        (2.15) ( ) ηηε εηε −
∫

∞ − ==≥ ede
1

1Pr

Using (2.15), the ratio of <∆τ>/T for a given value of Pr (ε≥ 1) can be expressed in 

terms of the known parameters which establishes a PMD limit. 

 System impairments due to second- and higher-order PMD occur for large 

signal bandwidths, particularly when these PMD components combine with 

chromatic fiber dispersion or signal chirp. The simplest second-order impairment 

mechanism is polarization-dependent chromatic dispersion (PCD) described in Sec. 

2.8. But PCD is a relatively minor component of the second-order PMD vector 

compared to the depolarization component that refers to the rotation of the PSPs with 

frequency. Pulse distortions caused by depolarization include overshoots and 
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generation of satellite pulses [1]. PSP depolarization can also have a detrimental 

effect on first-order PMD compensators. 

 PMD impairments due to inter-channel effects occur in polarization-

multiplexed transmission systems. In polarization interleaved WDM systems, 

adjacent wavelength channels are launched with orthogonal polarizations in order to 

suppress nonlinear impairments such as cross-phase modulation (XPM) and four-

wave mixing (FWM). PMD destroys the orthogonality of these polarizations resulting 

in leakage of signal between the neighboring channels. This leads to coherent cross 

talk at the channel receivers resulting in system impairments [1]. 

2.14 PMD tolerance of different modulation formats 

 Different modulation formats have different sensitivities to the pulse 

distortion caused by PMD. The formats usually considered are non-return-to-zero 

(NRZ), return-to-zero (RZ), pre-chirped RZ (CRZ), conventional solitons and 

dispersion-managed solitons (DMS). 

 Experiments on systems with an optically pre-amplified receiver [18] have 

shown RZ format to be more tolerant to first-order PMD than NRZ. As the PMD is 

increased, power in isolated zeros rises more quickly for NRZ signals than for RZ 

signals. This is because, the pulse energy for RZ signals is more confined to the 

center of each bit slot even after transmission. The increased power in isolated zeros 

leads to a greater penalty for NRZ format when using an optically pre-amplified 

receiver [1]. Also, in general, pulses with shorter duty cycles like in RZ, CRZ, soliton 

and DMS formats, perform better because they have a wider margin which allows 
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them to retain their pulse power during a bit time [19]. Khosravani et al. [19] also 

shows that CRZ can be more tolerant to PMD than RZ and NRZ. For CRZ pulses that 

undergo an initial compression in the dispersive fiber, the average dispersion is 

adjusted to give maximum compression at the end of the transmission leading to a 

better performance. 

 Conventional solitons are more robust to PMD than NRZ. Xie et al. [20] has 

shown that the amount of group-velocity-dispersion [GVD] and soliton energy has 

significant effects on the soliton robustness to PMD. By optimizing both GVD and 

soliton energy, the soliton pulse width can be maintained even at high PMD. Xie et al. 

[21] has shown that DM solitons are more robust to PMD than conventional solitons 

and that the robustness of DM solitons can be enhanced by increasing both the map 

strength and the average GVD. In conclusion, RZ, CRZ, solitons and DM solitons are 

more robust to PMD than NRZ, but CRZ outperforms other formats at higher PMD 

[19]. 

2.15 PMD compensation techniques 

 Because of the stochastic nature of PMD, reducing the impact of PMD does 

not necessarily imply the complete cancellation of the effect, but the reduction of the 

probability of outage due to PMD. Several PMD compensation techniques have been 

proposed in the past few years that can be separated into two main categories: [25]  

• Electrical PMD compensation 

• Optical PMD compensation 

 27



This section presents a brief discussion of these techniques followed by a block 

diagram description of the PMD compensator being developed at University of 

Kansas. 
2.15.1 Electrical PMD compensation 

 Electrical compensation of PMD involves equalizing the electrical signal 

before the receiver but after the photodiode. This equalization can be implemented in 

many ways. One way is to use a linear transversal filter (TF) that is realized using a 

tapped delay line model. The TF divides the signal, delays the copies by constant 

delay stages and superimposes the differentially delayed signals at the output port. 

The tap weights are adjusted to maximize the receive signal quality. Another way of 

equalization is to use non-linear decision feedback equalizer (DFE). The basic 

principle of DFE is that once a decision is made on a particular bit as a one or zero, 

the inter-symbol interference that this bit induces on future bits can be subtracted out 

before deciding on future bits. This method requires fast signal processing for 

coupling the decided bit back in time [1]. One other way of equalization is based on 

phase diversity detection where two photo diodes detect the signals on the PSPs of the 

fiber and infer a DGD value and a controlled delay is generated on one arm before 

electrical recombination [25].  

 Electrical compensation schemes, in general, are robust and will improve the 

signal against all kinds of transmission impairments. On the other hand, they do not 

perform as good as optical PMD compensators and also they require high-speed 

electronics for better performance [26]. 
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2.15.2 Optical PMD compensation 

 The goal of optical PMD compensation is to reduce the total PMD impairment 

caused by the transmission fiber and the compensator. The block diagram of a general 

optical PMD compensation scheme is shown in Fig. 2.8. It has an adaptive counter 

element, a feedback signal and a control algorithm. 

  
Transmitter Fiber Receiver

 

 

 

Adaptive 
 Counter-element 

Monitor Control 
Algorithm

Feedback 
Signal 

Tap 

Fig. 2.8. General scheme for optical PMD compensation [1]. 

 The adaptive counter element is the core of any PMD compensator. It must be 

able to counteract PMD impairments and be tunable. High birefringent elements like 

polarization-maintaining (PM) fibers, LiNbO3 delays, and Bragg gratings etc. 

separated by polarization controllers are used as adaptive counter elements. Different 

schemes vary in the number of birefringent elements used, their tunability and the 

technology used for polarization control. The feedback signal is required to provide 

the PMD information to the controlling algorithm of the compensator. Important 

characteristics of a feedback signal are (i) its sensitivity to PMD, (ii) it correlation 

with BER and (iii) its response time. The common feedback signals used in various 

schemes are the degree of polarization (DOP), RF spectral width, total RF power and 
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eye opening. Of all these, DOP feedback signal has the advantages of being bit rate 

independent and having quick response time. Finally, the controlling algorithm 

controls the adaptive counter element based on the feedback signal. It is generally 

implemented as some kind of gradient search method. The parameters of the 

algorithm are chosen carefully to avoid the sub-optimum operating points, which can 

have disastrous impact on the transmission quality [27]. 

 Sunnerud et al. [28] and Karlsson [26] present a unique way of classifying the 

optical compensators based on the number of degrees of freedom (DOF) in the 

compensator, which is the number of elements or parameters in the compensating 

element that are controlled by the control algorithm. The DOF is a good estimate of 

the complexity and hence the cost of the compensator. Fig. 2.9 shows six different 

PMD compensation methods and their corresponding DOF. The PSP method shown 

in Fig. 2.9a is a pre-transmission compensation technique in which a polarization 

controller (PC) is used to align the SOP with one of the input PSPs of the fiber link. It 

is a first order compensator with two DOF. A first-order post-compensator with a PC 

and a fixed time delay (2 DOF) is shown in Fig. 2.9b. This is sometimes referred to as 

a half-order compensator. In Fig. 2.9c, a post-compensator with a PC and a variable 

delay (3 DOF) is demonstrated. Fig. 2.9d shows a double-stage compensator with two 

PCs and two fixed delays (4 DOF). Another double-stage compensator with two PCs 

and one fixed and one variable delay (5 DOF) is illustrated in Fig. 2.9e. The double-

stage compensators can compensate for higher order PMD. Fig. 2.9f shows a PC and 
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a polarizer in combination (2 DOF), where the average power through the polarizer 

could act as an error signal. 
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Fig. 2.9. Optical compensation schemes. (a) PSP method (2 DOF), (b) 1st order post 

comp (2 DOF), (c) 3 DOF post comp, (d) 4 DOF post comp, (e) 5 DOF post comp, (f) 

polarizer method (2 DOF) [28],[26]. 
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 By means of numerical simulations, Sunnerud et al. [28] concludes that a 

single-stage compensator with a variable delay (3 DOF), shown in Fig 2.9c performs 

better than the first-order compensators of Figs. 2.9a and b. This is because it has a 

well-defined optimum and it can compensate for higher-order PMD to some extent. 

The double-stage compensators (4 DOF, 5 DOF), shown in Figs. 2.9d and e, have 
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several sub-optima. They are better than first-order compensators when operating at 

the global optimum, but they could be trapped in a local optimum unless a good way 

to reach the global optimum is reached. As a consequence, these schemes perform 

worse than first-order compensator at low PMD (relative to bit period), but still better 

at high PMD [28]. The polarizer method (2 DOF) shown in Fig. 2.9f has only one 

optimum and it performs better than first-order compensators at large PMD because it 

does not add any DGD. At low PMD, the performance is worse than first-order 

compensators but an improvement is achieved compared to the uncompensated case 

[28]. Of all the compensators discussed in the section, the single-stage compensator 

with a variable delay line is optimum with respect to the performance and complexity. 

 To conclude, use of any of the compensation techniques discussed in this 

section does not necessarily guarantee complete cancellation of PMD, but can reduce 

the probability of outage due to PMD. Using PMD compensators is an expensive 

proposition, especially in WDM systems. This is because PMD compensators are 

band-limited and so each compensator can work at the most on a few consecutive 

channels and therefore many compensators have to be used to compensate for PMD 

on all the channels of a WDM system. Moreover, researchers have shown that use of 

advanced modulation formats like the ones discussed in Sec. 2.14 will result in same 

performance as that of the single-stage compensators. They can be expected to be a 

realistic alternative if used in combination with error correcting codes [26]. 

 

 32



2.15.3 KU-PMD compensation system 

This section gives a brief description of the PMD compensation system 

patented by University of Kansas [38]. This scheme compensates the PMD effect 

after the signal has traveled along the fiber link. The block diagram of it is shown in 

Fig. 2.10. It is a first-order, single-stage post compensator with a PC and a variable 

delay line. The DOP of the output signal is used as the feedback signal. 
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Fig. 2.10. Block diagram of KU-PMD compensation system [38]. 

 In this scheme, the polarization beam splitter (PBS), variable delay line, fixed 

length PM fiber and the polarization beam combiner (PBC) constitute the adaptive 
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counter element. The signal first enters a polarization controller, where the link’s 

output PSP is adjusted to match a linearly polarized PBS. The PBS divides the 

incoming signal into two components with a time offset between them resulting from 

the link PMD. To compensate the time offset, one of the components of the signal is 

fed to a variable delay line adjusted to the DGD value present in the signal. The two 

components are then merged in PBC, and the resulting output is fed to the receiver 

and to a feedback circuit that controls the polarization controller and the delay line. 

The DOP of the output signal is determined and a voltage signal proportional to the 

DOP is obtained. The algorithm running on the micro-controller makes use of this 

voltage signal to determine the optimum settings for the polarization controller and 

the variable delay line. 

 For optimum performance of this compensating scheme, the optical power 

should be equally split between the PSPs of the transmission fiber. Specifically, the 

performance of the compensator will be poor if the total optical power is aligned to 

any one PSP. But, in reality, there is no guarantee that this situation doesn’t occur. 

However, using a polarizing scrambler at the transmitter side would alleviate this 

problem considerably. Scrambling the input signal at the transmitter will assure that 

the optical power is not aligned entirely to any one PSP, but more or less equally split 

between the two PSPs and thus avoids the worst-case situation [29]. 
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3. PMD MEASUREMENT METHODS 

 After chromatic dispersion, PMD is the most likely effect limiting the 

transmission bandwidth of single-mode fiber in high-speed systems. As we approach 

ultra-high bit rates, it is increasingly important to measure PMD, so that action can be 

taken to improve a fiber link. A considerable number of techniques for the 

measurement of PMD have been proposed. Some of these measure the scalar 

instantaneous DGD; others determine the mean DGD and a few allow measurement 

of the instantaneous PMD vectors as a function of frequency [1]. PMD measurement 

methods can be broadly classified into two categories: 

• Time-domain methods 

• Frequency-domain methods 

Time domain methods operate by sensing pulse delays whereas the frequency domain 

methods operate by detecting changes of polarization with frequency. Measurement 

capabilities of various instruments range from around 1 fs to about 100 ps of DGD. 

The smaller ranges are needed for the measurement of the instantaneous DGD of 

optical components or short pieces of fiber, whereas the larger ranges are used to 

characterize long communication spans [1]. 

  The following discussion will focus on six popular PMD measurement 

methods, three time-domain methods and three frequency-domain methods. The three 

time-domain methods that are discussed are pulse delay, modulation phase-shift and 

interferometric methods; the frequency-domain methods that are discussed are 

Poincare arc, fixed analyzer and Jones Matrix Eigenanalysis (JME) methods. 
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3.1 The pulse delay method 

 This method is one of the earliest and conceptually simplest methods of 

measuring DGD at a given wavelength. This method involves launching short pulses 

into a fiber, varying the input polarization state and measuring the maximum 

differential time of flight using an oscilloscope triggered by the same clock source as 

the input pulses. The measurement setup is shown in Fig. 3.1. 

 

Fig. 3.1. PMD measurement by the pulse-delay method [3]. 

 Implementation of this method is complicated by the need to search the range 

of input polarization states to find the two principal states. To resolve small 

differential group delays ultra-short pulses are required and so this method works best 

with large values of PMD [2]. Also, this method measures only instantaneous DGD at 

a specific wavelength and not the average DGD. 
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3.2 The modulation phase-shift method 

 In this method, instantaneous DGD is determined from the difference in 

modulation phase between the principal states of polarization. The measurement 

setup is shown in Fig. 3.2.  

 

Fig. 3.2. PMD measurement by the modulation phase-shift method [3]. 

A high-frequency sinusoidal intensity-modulated light wave is injected into 

the fiber. The output is detected and the modulation phase is measured relative to the 

electrical modulation source using a network analyzer or lightwave component 

analyzer. The input polarization is then varied to produce maximum and minimum 

excursion of phase. At the maximum and minimum delays, the input state of 

polarization is aligned with the fiber’s PSPs [24]. The difference between the 

maximum and minimum phase delays is used to determine the instantaneous DGD at 

a particular modulation frequency as [3] 
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where fm is the modulation frequency. 

 Although this technique is simple and intuitive, like the pulse delay method, it 

requires the experimental determination of the PSPs. In other words, the measurement 

must be carried out many times with different input states of polarization to determine 

which states of polarization correspond to the PSPs of the fiber. Another drawback of 

this method is that it requires a stable operating temperature and isolation from 

environmental perturbations and so it is not suitable for field measurements of optical 

fibers [24]. 

3.3 The interferometric method 

 This is another time domain method based on direct measurement of a time 

delay. A variety of interferometric techniques for PMD measurement have been 

developed and standardized. The principle of any interferometric PMD measurement 

method is based upon measurement of the electric-field autocorrelation or mutual 

coherence, of two signals derived from the same wide band source. This method 

usually employs a Michelson interferometer or a Mach-Zehnder interferometer. Often 

the interferometer is implemented using a fiber-directional coupler constructed with 

PM fiber. An interferometric measurement setup using a Michelson interferometer is 

shown in Fig. 3.3. 
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Fig. 3.3. PMD measurement by the interferometric method [1]. 

 

As shown in Fig. 3.3, the interferometer has a fixed-mirror arm and an arm 

with a scanning mirror. The maximum DGD that can be measured using this method 

depends on the maximum scanning range of the scanning mirror. The light from a 

broadband source (like an LED) is sent through the fiber and split into two parts in 

the interferometer. These two parts are delayed relative to each other by a time delay, 

∆T, proportional to the scan distance ∆x from the interferometric balance [the point 

where both paths are of equal length] given by ∆T= 2 ∆x / c where c is the speed of 

light. The delayed parts are recombined for interference at the detector. The fringe 

pattern (autocorrelation) created at the detector by scanning the mirror distance is 

used to extract the DGD information [1] 
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 The interferometric method is applicable to both optical components and long 

fibers, but the algorithmic approach to analyze the fringe patterns created is different. 

For optical components that are non-mode-coupled, the fringe pattern has a central 

interference peak when the interferometer is balanced. As the mirror is scanned away 

from balance, the fringe pattern shows two side peaks when ∆T = ±∆τ, providing 

DGD information. For long fibers that are mode-coupled, the fringe patterns are 

complex and are difficult to analyze. The mean DGD, averaged over the spectral 

width of the source, is extracted from the fringe patterns by determining the second 

moment of the fringe distribution or by using a Gaussian fit to the fringe pattern [1]. 

 The interferometric method is tolerant of movement along the fiber path 

during the measurement. Movement changes the details of the interferogram, but not 

the overall shape [3]. A significant drawback of this method is its inability to make 

PMD measurements in optical components having a narrow optical bandwidth like 

many WDM devices [24].  

3.4 The Poincare arc method 

 In the frequency domain, polarization dispersion manifests as a frequency-

dependent state of polarization. In Poincare arc method, the PMD information (like 

the PSPs, the DGD and its wavelength dependency) are derived from the arc traced 

out on the Poincare sphere by the point representing the output polarization state as a 

function of wavelength, for a constant input polarization state [22]. The magnitude 

and the direction of the dispersion vector, Ω, at a given wavelength can be determined 

from    
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by differentiating the measured data with respect to frequency and by making 

measurements for at least two input polarizations. DGD can also be determined using 

the expression  

ω
θτ

∆
∆

=∆                                                 (3.3) 

where ∆θ is angular width of the arc described by the Stokes vector on the Poincare 

sphere in the frequency window of width ∆ω [3]. 

 This method can be used either to measure instantaneous DGD values at 

specific wavelengths or to determine the average delay over a wavelength band. 

Unlike the other measurement methods described above, this method can be used to 

determine high-order dispersion by measuring the complete dispersion vector. Also, 

this method is accurate for both large and small values of PMD but its accuracy is 

limited by the stability of the fiber under test [2]. 

 

3.5 The fixed analyzer method 

 This method is also referred to as the wavelength-scanning method. An 

experimental setup using a broadband source and an optical spectrum analyzer is 

shown in Fig. 3.4a. An alternative setup using a tunable narrowband source and 

polarimeter is shown in Fig. 3.4b.   
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Fig. 3.4b. Alternate setup for the fixed analyzer PMD measurement [3]. 

Light with a fixed polarization is transmitted through a test fiber and then 

through the analyzer. The normalized transmission through the analyzer is measured 

as a function of wavelength. The transmitted spectrum shows a number of extrema 

(peaks and valleys) resulting from the variation of the polarization incident on the 

analyzer caused by PMD in the test fiber. These extrema indicate the rate at which the 

output SOP changes as the wavelength changes. The larger the PMD, the more 

rapidly the output SOP changes with wavelength and thus, the more densely spaced 

extrema in the spectrum [2]. 

 Several methods can be used to determine the average DGD of the test fiber 

from the captured transmission spectrum. One method is to count the number of times 

the normalized transmission curve crosses the mean transmission level (i.e., 0.5) per 

unit frequency interval. The mean DGD, <∆τ> is related to the mean-level crossing 

density as [2]    
ω

τ
∆

=∆ mNk1 ; Nm → ∞,                                       (3.4) 
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where Nm is the number of mean-level crossings in the frequency interval ∆ω, and k1 

is a constant. k1 is π for short fibers and 4 for long fibers.  Another method is to count 

the number of extrema in the transmission spectrum per unit frequency interval. The 

mean DGD is determined from this extrema density using [2]  

ω
τ

∆
=∆ eNk2 ; Ne→∞,                                        (3.5) 

where Ne is the number of extrema in the frequency interval ∆ω and k2 is a constant. 

The value of k2 is π for short fibers and 0.82π for long fibers. The number of extrema 

or mean-level crossings is finite in practice and so the above expressions are used as 

approximations. Another method to obtain mean DGD is to determine the Fourier 

transform of the transmission spectrum, the width of which is proportional to the 

mean DGD in the test fiber [2]. 

 The advantages of fixed analyzer method are simple experimental setup and 

easy data analysis. Also, it does not require coordination between transmitter and 

receiver when a broadband source is used and so it can be used for field tests. The 

disadvantages are that it cannot measure instantaneous DGD and it requires a stable 

fiber during measurement [2]. 

 

3.6 The Jones Matrix Eigenanalysis (JME) method 

 The JME method is similar to the Poincare sphere method in that the output 

SOP of a test fiber is measured as a function of wavelength. However, the main 

difference between these two methods is that the JME method makes use of Jones 
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matrices and Jones calculus in determining the PMD vector [2]. This method makes 

no assumptions about the device or network under test except that it must be linear 

and its polarization transformation must be constant over a period of several seconds 

[23]. 

 According to Jones calculus, a polarized signal can be expressed as a complex 

two-element Jones vector that completely describes the amplitude and polarization 

state of the signal. The transmission path can be represented by a complex two-by-

two Jones matrix, which relates the input and output Jones vectors. The Jones matrix 

describes the polarization-transforming characteristic of the two-port device to a 

complex constant that represents the absolute propagation delay, which is not 

required to determine DGD. Measurement of the Jones matrix requires the application 

of three known states of linearly polarized light (typically oriented at 0, 45 and 90 

degrees to the device under test). The Jones matrix is determined from the 

relationship of the measured output states to the known input states [3]. 

 

      Fig. 3.5. PMD measurement by the JME method [3]. 
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 The JME measurement setup, illustrated in Fig. 3.5, has a tunable narrowband 

optical source, an adjustable polarizer for generating three linear polarization states, a 

fast polarimeter and a computer for processing the measured data. The source 

polarization is adjusted to a circular state to allow transmission through each 

polarizer. To determine the DGD at a particular wavelength, λ, the Jones matrices of 

the path from the polarizers to the polarimeter at two different wavelengths equally 

spaced about λ, are measured. Then the DGD, ∆τ, is computed using the expression 

[3] 

ω
ρ
ρ

τ
∆

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=∆ 2

1Arg
                                                    (3.6) 

 where ∆ω is the change in optical frequency corresponding to the wavelength 

interval. ρ1 and ρ2 are the eigen values of the expression T(ω+∆ω)T-1(ω) involving 

the Jones matrices T.  The eigen vectors of T(ω+∆ω)T-1(ω) locate the output PSP as 

function of frequency [23]. 

 The advantage of the JME method is that, unlike the other methods, this 

method can be readily automated to determine PMD vectors over a large wavelength 

range [1]. The drawbacks of this method are the need for sophisticated algorithms for 

computing DGD and the need to have a stable test fiber during the measurement [2]. 

This method requires coordination of measurement setup at transmitter and receiver 

ends. Therefore loop back is used and so it is not always practical in field tests. 
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 To conclude, time domain measurements are generally not suitable for field 

measurements, as they require lots of stability in both the instrumentation and the 

fiber under test. Also, time domain measurements are slow because of the need to 

experimentally determine the PSPs for each test [24]. Of all the frequency domain 

measurement methods, JME method is the most popular method and this is the 

method used to measure DGD data in our research work. Table. 3.1 summarize all the 

aspects of different PMD measurement methods. 
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Table. 3.1. Summary of different PMD measurement methods [2][3]. 
 

Measurement 
name  Pulse delay Interferometric 

RF response 
(Modulation 
phase shift) 

Poincaré arc  
(State of 

polarization) 
Jones matrix Fixed analyzer 

Determines DGD 
from … 

a sampling scope 
measurement of 

the different time 
of flight between 
pulses in the two 

PSPs 

an interferogram 
obtained by placing 

device in low-
coherence 

interferometer 

the phase change 
of an intensity 

modulation 
envelope between 

two the PSPs 

the rate of rotation 
of the output SOP 
about the PSP axis 

changes in Jones 
matrix across 
wavelength 

intervals 

random evolution 
of the output SOP 
as wavelength is 

scanned 

Light source  chirp-free laser broadband chirp-free laser tunable laser tunable laser broadband or 
tunable laser 

Other equipment 
involved  

polarization 
controller, high-

speed photodiode 
& sampling scope 

Michaelson 
interferometer, 

polarizers 
Network analyzer polarization 

analyzer 
linear polarizers, 

polarimeter OSA 

Time or 
frequency 

domain  
Time      Time Time Frequency Frequency Frequency

DGD vs. l ? No      No Yes Yes Yes No
Measurement 

sensitive to  
fiber motion?  

Yes      No Yes Yes Yes Yes

Industry 
Standard    TIA-FOTP-124     TIA-FOTP-122 TIA-FOTP-113 

Sensitive to 
launch SOP?  Yes      Yes Yes Yes No No

Measures   ∆τ <∆τ> ∆τ, <∆τ> ∆τ, <∆τ> ∆τ, <∆τ> <∆τ> 
       

Measurement 
range (ps)  ~ 10 to >1000 ~0.002 to 100 ~25 to >100 ~0.002 to >1000 ~0.002 to >1000 ~0.1 to 100 

Measurement    
accuracy (ps)  > ~15 ps > ~0.003 ps   > ~0.05 ps > ~0.025 ps > ~0.05 ps 

Higher order 
dispersion?  No      No No Yes Yes No
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4. MESUREMENT SETUP  

  This chapter gives a description of the measurement setup used to 

make automated DGD measurements across a given wavelength band and over time 

using the Agilent lightwave polarization analyzer (PA). Jones Matrix Eigenanalysis 

(JME) method is used for making DGD measurements.  

4.1. Measurement Setup 
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 The measurement setup shown in Fig. 4.1 is controlled by the visual basic 

(VB) software running on the system controller PC. This setup can be used to 

Fig. 4.1. Measurement setup used for making automated DGD measurements. 



measure DGD as well as polarization-dependent loss (PDL). For measuring DGD it 

makes use of the JME application in the polarization analyzer.  

One measurement at a specific wavelength and at a specific time takes about 4 

seconds. The measurement time for an across-the-band measurement is a function of 

the range of wavelength band and the wavelength step size used. Typically, one 

measurement across the 35 nm EDFA band with a step size of 0.1 nm takes about 30 

minutes and while one measurement across 1510 nm – 1625 nm band with a 0.1 nm 

step size takes about 90 minutes. The maximum measurable DGD using the JME 

method varies with the wavelength step and the band of operation. In the 1550 nm 

band, the maximum measurable DGD is about 40 ps with a 0.1 nm step size and it is 

4 ps with a 1 nm step size. The uncertainty in measuring DGD using JME method is 

also a function of step size. The uncertainty is about ± 310 fs for a 0.1 nm step size 

and ± 90 fs for a 1 nm step size [37].  

The measured data are automatically stored into text files. The size of these 

files depends on the number of measurement points and they are about 8 kB to 30 kB.  

 The measurement system shown in Fig. 4.1 is usually very reliable and the 

measurements are stable. However, occasionally (once in a month or so) any of the 

instruments might become frozen and the measurements are stopped. The best thing 

to do to avoid loss of data due to such errors is to check the measurements often 

(several times a day) and then restart the measurement system when such errors 

occur. To avoid losing data due to unintended power failures, we use uninterruptible 

power supplies (UPS).  

A detailed description of measurement procedure, VB software and other 

possible errors during the measurements are given in Appendix A. 
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5. MEASUREMENT RESULTS AND DATA ANALYSIS 

 In this section the results obtained from the measurements and the data 

analysis are presented. Experiments were conducted to measure the instantaneous 

DGD on three different 95-km fibers (1, 2, and 3) within a slotted-core, direct buried, 

standard single-mode fiber-optic cable made available by Sprint. Two different 

configurations of the three fibers were used, individual fibers and two fibers 

concatenated together. Different tests and plots have been used to present the data. In 

this section, the plots used and the tests performed on the data are explained first, 

followed by the actual plots and the analyses on the data obtained using the two fiber 

configurations. 

Note: All the measured DGD data presented in this chapter were normalized by the 

mean DGD value for that configuration.  

5.1 Tests & Plots 

5.1.1 DGD color maps 

 Color maps of the normalized DGD data are two-dimensional plots showing 

three-dimensional data. The two axes represents two dimensions and the color shade 

represents the third dimension. These plots are used to represent normalized DGD 

value vs. wavelength and time. The variation of the normalized DGD with 

wavelength is represented by the change in the color and shade along the horizontal 

axis and the variation with time is represented by the change in the color and shade 

along the vertical axis.  
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5.1.2 DGD histograms 

 To determine the statistical distribution of DGD, a histogram of the 

normalized DGD data was plotted. The frequency scale (vertical axis) is normalized 

by the maximum value implying that the stress is on the shape of the histogram. It has 

been reported before that DGD follows a Maxwellian distribution [1] and so a curve 

representing a Maxwellian distribution for a 1-ps mean DGD is also plotted, using 

(5.1), for comparison.   

          ( ) 0 1; and  8π∆τσwhere2 22

2

3

2
≥∆=∆=

∆
=∆

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ ∆−

∆ ττ
σ

τ
π

τ σ

τ

τ ef (5.1) 

5.1.3 Temporal autocorrelation 

 To determine the DGD rate of change, an autocorrelation analysis was 

performed on the DGD time histories. The normalized temporal autocorrelation of 

DGD is plotted and a theoretical curve is fit to it representing the temporal 

autocorrelation function (ACF) obtained using [8] 
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∆−−

=∆
/exp1

)(                                                    (5.2) 

td is the average drift time of the DGD that indicates the timescale over which the 

DGD changes. The value of td is adjusted to obtain a good fit. 

5.1.4 Frequency autocorrelation 

To determine the DGD bandwidth, spectral autocorrelation analysis was performed 

on the normalized DGD spectral data. The normalized spectral autocorrelation of 
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DGD is plotted and a theoretical curve is fit to it representing the spectral 

autocorrelation function (ACF)  obtained using [30] 
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where ∆ω is the radian bandwidth and <∆τ2> represents the DGD variance. 

5.1.5 System outage analysis 

 The impact of PMD on a communication system is often expressed in terms of 

the outage probability, which is defined in different ways. Some define the outage 

probability as the probability that the power penalty due to PMD exceeds 1 dB while 

some others define it as the probability that the DGD exceeds a threshold value. The 

later definition is used in this report.  

 An outage event occurs when the instantaneous DGD exceeds the given 

threshold value of DGD, ∆τth.  The outage probability Pout can be calculated from the 

Maxwellian probability distribution function (pdf), f∆τ(⋅) as 

    ( ) ( )∫
∆

∆ ∆∆−=∆≥∆
th

th dfP
τ

τ ττττ
0

1                                    (5.4) 

Pout is often expressed in minutes/year by multiplying P(∆τ ≥ ∆τth) by the number of 

minutes in a year. As Pout is based on the Maxwellian pdf, it may be expressed as a 

function of just one independent variable DGD margin (M) defined as M = 

∆τth/(<∆τ>), as Pout (M). Pout is fiber independent and will be the same for all 

installations [33]. If the probability of an outage is quite small, Pout represents the 

annualized outage probability based on long time records.  Accurate estimation of the 
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impact of PMD on network availability requires statistical analysis of DGD 

variability.  Caponi et al. [31] showed how the mean time between PMD-related 

outages could be estimated from the temporal characteristics of DGD variations and 

the Maxwellian probability density function.  The mean outage rate, Rout, which is 

defined as the mean number of outage events per unit time (with units of 1/year), is 

found using [31] 

    ( ) ( ) '''
2
1

' ττττ ττ ∆∆∆∆= ∫
∞

∞−
∆∆ dffR thout                                    (5.5) 

where ∆τ' is the time derivative of the DGD, and f∆τ'(⋅) is the pdf of ∆τ'. The 

calculation of Rout is a simple application of the ‘Level Crossing’ problem and its 

derivation is given in Sec 5.1.6. The mean duration of DGD-induced outages can be 

determined using statistical analysis as well.  Caponi et al. [31] showed that the mean 

outage duration, Tout, is  

       outoutout RPT =                                                            (5.6) 

which has units of minutes. Since Tout is found using Rout, which is cable and 

installation dependent, Tout will also be cable and installation dependent. 

5.1.6 Derivation of the expression for Rout

    As mentioned above, the calculation of Rout is an application of ‘Level 

Crossing’ problem. Let ∆τ(t) represent DGD as a function of time. ∆τ(t) is assumed to 

be stationary. Let us denote the threshold value of DGD as ∆τth and define a function 

φ(t) as    ( ) ( ) thtt ττφ ∆−∆=                 (5.7) 

⇒ ( ) ( )tt '' τφ ∆=                  (5.8) 
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where ′ denotes the first order derivative with respect to time. 

Then, the zeros of the function φ(t) are the ∆τth crossings of ∆τ(t). If ti are all the real 

zeros of φ(t) then from the properties of impulse function [34],  
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i φδφδ '=∑ −                                        (5.10) 

Substituting for φ(t) and φ’(t) using (5.7) and (5.8), 

( ) ( ) ( )[ ]th
i

i tttt ττδτδ ∆−∆∆=∑ − '                                      (5.11) 

Let S(t) = ( )∑ −
i

ittδ  and n(T) be the number of ∆τth crossings in an interval of 

length T. Then n(T) can be expressed as 

( )∫
+

=
Tt

t
dsTn αα)(                                                 (5.12)   

and 

          ( ){ } ( ){ }tSETTnE ⋅=              (5.13) 

Rout is defined as the number of times DGD exceeds ∆τth per unit time and is 

expressed as 

( ){ } ( ){ tSE }
T

TnERout 2
1

2
1

==                          (5.14) 

From (5.11) it is clear that the random variable S(t) is a function of random variables     

∆τ(t) and ∆τ’(t). Denoting the joint density of ∆τ(t) and ∆τ’(t) by f∆τ,∆τ’(∆τ, ∆τ’), 

E{S(t)} can be expressed as [31], 
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But from the properties of impulse function [34], 
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Caponi et al. [31] observed ∆τ and ∆τ' to be statistically independent and so (5.17) 

can be expressed as  

( ) ( )∫ ∆⋅∆⋅∆∆=
∞

∞−
∆∆ '''

2
1

' ττττ ττ dffR thout                              (5.18) 

where f∆τ is the pdf of the DGD and f∆τ'
 is the pdf of the first derivative of the DGD. 

The integral in (5.18) is evaluated numerically using measured DGD data. 

5.2 Long-term measurements of individual buried fiber spans 

5.2.1 Measurement setup 

~ 95 km

 
 
 
      Automated PMD      
      measurement setup  
      shown in Fig 4.1 

Fiber span 1 / Fiber span 2 / Fiber span 3 
 

 

 

 

 

Fig. 5.1. Measurement setup for characterizing individual buried fiber spans. 
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5.2.2 Plots of DGD vs. wavelength and time 

         Given the dynamic nature of PMD and the low probability of excursions to 

intolerable levels, measurements of ∆τ(λ, t) on the three buried fiber spans were made 

over long periods to enable prediction of the potential impact of PMD on network 

availability.  Of particular interest are the frequency and duration of these rare events. 

On fiber span 1, the DGD was measured roughly every 3 hours for 86 days (692 

measurements from November 9, 2001 through February 2, 2002) at wavelengths 

from 1510 nm to 1625 nm with a spectral resolution of 0.1 nm (about 12.5 GHz). The 

DGD on fiber span 2 was measured about every 1½ hrs for 14 days (236 

measurements from May 4, 2002 through May 18, 2002) over the same spectral band 

and with the same resolution as fiber span 1. The DGD measurements on fiber span 3 

were repeated roughly every 1½ hrs and they were carried out for about 64 days 

(1072 measurements from May 29, 2002 through Aug. 1, 2002) over the same 

spectral band with the same resolution.  Figs. 5.2, 5.3 and 5.4 show in a color-coded 

format the normalized DGD measured on these three fiber spans. 
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Fig. 5.2. Measured, normalized DGD vs. wavelength and time for fiber span 1  

(86 days). 

 
Fig. 5.3. Measured, normalized DGD vs. wavelength and time for fiber span 2  

(14 days). 
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Fig. 5.4. Measured, normalized DGD vs. wavelength and time for fiber span 3  

(64 days). 
        

 It is clear from Figs. 5.2, 5.3 and 5.4 that for buried fibers, DGD changes 

with time. This variation is random and differs from fiber to fiber, but is very slow. 

This is evident by comparing Fig. 5.3 with Figs. 5.2 and 5.4. Fig. 5.3 corresponds to 

14 days of DGD data on fiber span 2 and no appreciable change in DGD can be 

observed over time in that figure, whereas in Figs 5.2 and 5.4, which show DGD data 

over a longer period on fiber spans 1 and 3, a significant change in DGD over time 

can be observed. Also, it is evident that DGD varies significantly with wavelength 

and relatively high-DGD events are spectrally localized. 
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5.2.3 Histograms of measured DGD data 

        Histograms of the normalized DGD data on all the three fiber spans are shown 

in Figs. 5.5, 5.6 and 5.7. It can be observed that these histograms have shapes 

consistent with a Maxwellian distribution, as expected. Curves representing a 

Maxwellian distribution for a 1-ps mean DGD is also plotted for comparison. These 

curves fit very well to the measured data, particularly for fiber spans 1 and 3, as there 

is large amount of data from these fiber spans. 
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Fig. 5.5. Histogram of measured, normalized DGD data on fiber span 1. 
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Fig. 5.6. Histogram of measured, normalized DGD data on fiber span 2. 

 
 

 
Fig. 5.7. Histogram of measured, normalized DGD data on fiber span 3. 
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5.2.4 Mean DGD variation with time 

To observe the time-dependent nature of DGD more closely, 1150 

measurements of DGD over all wavelengths were averaged together to obtain 

frequency-averaged DGD data, denoted as <DGD>λ normalized by the overall mean 

DGD, denoted as <<DGD>λ>t.  Since temperature is a known driver of DGD 

variation [8], hourly air temperature data for the region were collected as well.  The 

variation of normalized frequency-averaged DGD and temperature with time on the 

three fiber spans is shown in Figs. 5.8, 5.9 and 5.10.  From those plots it can be 

observed that the variation in frequency-averaged DGD is less than 10 % over the 

measurement period.  Since the entire length of the fiber is buried, the diurnal 

temperature variations do not represent the actual fiber temperature.  However it is 

apparent (see Fig. 5.8) that longer-term temperature variations do correlate with 

variations in the frequency-averaged mean DGD. 

 

Fig. 5.8. Frequency-averaged DGD and temperature vs. time for fiber span 1. 
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Fig. 5.9. Frequency-averaged DGD and temperature vs. time for fiber span 2. 
 

 
Fig. 5.10. Frequency-averaged DGD and temperature vs. time for fiber span 3. 
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5.2.5 Temporal drift properties of DGD 

        The drift time indicates the timescale over which the DGD changes. 

Furthermore, when outages occur, the outage duration will be related to the drift time. 

The drift time cannot be predicted or estimated from the known fiber parameters, 

since it depends on installation-specific data such as the amount of environmental 

perturbations and disturbances. The drift time is an important, individual 

characteristic parameter that should be measured together with the PMD for all fibers 

[8]. From a mathematical point of view, it is convenient to treat the drift in terms of 

autocorrelation function (ACF) [8] and so autocorrelation analysis was performed on 

the DGD time histories of the three fiber spans. Figs. 5.11, 5.12 and 5.13 show the 

normalized temporal ACFs of the frequency-averaged DGD data on the three fiber 

spans and their curve-fits using (5.2).   

 
Fig. 5.11. Normalized temporal ACF of frequency-averaged DGD data on fiber span 

1 and its theoretical curve-fit. 
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Fig. 5.12. Normalized temporal ACF of frequency-averaged DGD data on fiber span 

2 and its theoretical curve-fit. 

 
Fig. 5.13. Normalized temporal ACF of frequency-averaged DGD data on fiber span 

3 and its theoretical curve-fit. 
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        The drift times are obtained as 3.4 days for fiber span1, 3.8 days for fiber span 3, 

but only 0.5 days for fiber span 2, which seems to be a discrepancy. To verify this, we 

have repeated the autocorrelation analysis with fewer days of data from fiber spans 1 

and 3. From that analysis we found that the drift time varied with the observation 

period, but we could not come up with proper reasoning for such type of behavior. 

This is one of the issues identified for future work. 

5.2.6 Spectral behavior of DGD 

        To determine the DGD bandwidth, spectral autocorrelation analysis was 

performed on the normalized DGD spectral data. Figs. 5.14, 5.15, 5.17 show the 

resulting normalized spectral ACFs for the time-averaged DGD data (averaged over 

all the measurements) on the three fiber spans and also the curves representing 

theoretical spectral ACFs for DGD, with the form given by (5.3). However, to get the 

best theoretical fit for the actual data, the DGD variance term in (5.3) has been 

multiplied by a factor between 2.7 and 7.7. 

 
Fig. 5.14. Normalized spectral ACF of time-averaged DGD data from fiber span 1 

and its adjusted theoretical curve-fit. 
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Fig. 5.15. Normalized spectral ACF of time-averaged DGD data from fiber span 2 

and its adjusted theoretical curve-fit. 

 

 

Fig. 5.16. Normalized spectral ACF of time-averaged DGD data from fiber span 3 

and its adjusted theoretical curve-fit. 
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The importance of DGD bandwidth is that if an optical channel is affected by 

significant DGD, nearby channels within the DGD bandwidth may also experience 

the same effect. Theory and experiments [30] have demonstrated that the DGD 

bandwidth is inversely proportional to the mean DGD. 

  τω ∆= /24c                  (5.19) 

Thus fibers with a high mean DGD have a narrower DGD bandwidth than fibers with 

a low mean DGD. In Figs. 5.14, 5.15, and 5.16, the actual DGD bandwidth is masked 

and all those figures show a DGD bandwidth corresponding to a mean DGD of 1 ps. 

Thus for a fiber with a mean DGD of 1 ps, the predicted DGD bandwidth is 900 GHz 

which agrees well with bandwidth found using the spectral ACF fit in the above-

mentioned figures.   

5.2.7 System outage analysis 

        A detailed discussion of theoretical concepts of system outage analysis was 

presented in Sec. 5.1.5 and 5.1.6. Following that discussion, the outage probability 

Pout, is determined using the Maxwellian distribution, the mean outage rate Rout and 

the mean outage duration Tout are determined from the measured DGD data on all the 

three fibers.   

        Fig. 5.17. shows the calculated outage probability, Pout, and the mean outage 

rate, Rout, for a given system threshold relative to the mean DGD on the three fiber 

spans. Fig. 5.18. shows the calculated mean outage duration, Tout, as a function of 

system threshold relative to the mean DGD on the three fiber spans. 
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Fig. 5.17. Calculated outage probability, Pout, and mean outage rate Rout, versus 

threshold/mean DGD for the three fiber spans. 

 
Fig.  5.18. Calculated mean outage duration, Tout, as a function of threshold/mean 

DGD for the three fiber spans. 
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From the above analysis, we have can estimate the mean time between outages 

(MTBOs) and mean outage durations for various DGD tolerances for these fiber 

spans.  Table 5.1. lists these values for system thresholds of 3 and 3.7 times the mean 

DGD. Table 5.2 shows the values of Pout, Rout and Tout for different values of 

threshold/mean DGD on fiber span1. 

Table. 5.1. Predicted mean time between outages (MTBOs) and mean outage 

durations for different DGD tolerances. 

 3*<DGD> 3.7*<DGD> 
Span 1 
MTBO 

Outage duration 

 
6.39 years 
136 min 

 
1648 years 

108 min 

Span 2 
MTBO 

Outage duration 

 
3.25 years 

69 min 

 
833 years 

55 min 

Span 3 
MTBO 

Outage duration 

 
3.96 years 

84 min 

 
1021 years 

67 min 

 
          For comparison, Nagel et al. [35] predicted that for the 114-km buried link 

they studied, the DGD will exceed three times its mean value once every 3.5 years 

and estimated mean outage duration of between 10 and 20 minutes for their link.  

From data measured on 37-km of buried cable, Caponi [31] predicted the DGD would 

exceed three times the mean DGD once every 2.5 years with mean outage duration of 

56 minutes. 
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Table. 5.2. Values of Pout, Rout and Tout for different values of threshold / mean DGD 

on fiber span 1. 

DGD Margin, M 
Outage 
Probability 

Mean Outage 
Rate 

Mean Outage 
Duration 

Threshold/<DGD> Pout  (min/year) Rout  (1/year) Tout (min) 
1.0 243046 461 527.0 
1.1 197138 427 461.6 
1.2 155591 379 410.3 
1.3 119480 324 369.1 
1.4 89268 266 335.3 
1.5 64893 211 307.2 
1.6 45901 162 283.4 
1.7 31594 120 263.0 
1.8 21162 86.2 245.4 
1.9 13796 60.0 229.9 
2.0 8754 40.5 216.4 
2.1 5407 26.5 204.3 
2.2 3251 16.8 193.5 
2.3 1903 10.4 183.8 
2.4 1084 6.20 175.0 
2.5 602 3.60 167.0 
2.6 325 2.04 159.7 
2.7 171 1.12 153.1 
2.8 87.7 0.597 146.9 
2.9 43.8 0.310 141.2 
3.0 21.3 0.156 136.0 
3.1 10.1 0.0768 131.1 
3.2 4.65 0.0367 126.5 
3.3 2.09 0.0171 122.3 
3.4 0.913 0.00772 118.3 
3.5 0.389 0.00340 114.6 
3.6 0.162 0.00146 111.1 
3.7 0.0654 6.07E-04 107.8 
3.8 0.0258 2.46E-04 104.6 
3.9 0.00990 9.74E-05 101.7 
4.0 0.00370 3.75E-05 98.9 
4.1 0.00135 1.40E-05 96.3 
4.2 4.80E-04 5.12E-06 93.7 
4.3 1.66E-04 1.82E-06 91.4 
4.4 5.60E-05 6.29E-07 89.1 
4.5 1.84E-05 2.12E-07 86.9 
4.6 5.89E-06 6.94E-08 84.9 
4.7 1.84E-06 2.22E-08 82.9 
4.8 5.59E-07 6.90E-09 81.0 
4.9 1.66E-07 2.09E-09 79.3 
5.0 4.82E-08 6.18E-10 78.0  
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5.3 Long-term measurements of concatenated fiber spans 

To study the behavior of PMD on fiber spans of greater length, experiments 

were conducted to measure the instantaneous DGD on two fiber spans concatenated 

with an EDFA in between, with an effective length of about 190 km. Three different 

combinations of the three individual fibers were used in the experiments. The 

measurement setup for these experiments is shown in Fig. 5.19. 

Measurements of concatenated fiber spans were made at wavelengths from 

1535 nm to 1565 nm and were repeated once every 23 minutes. Since EDFAs were 

used in the loop, the λ-band had been reduced to the EDFA band. Measurements were 

carried on for 18 days on fiber spans 1 and 2 concatenated together (Aug. 22, 2002-

Sept. 9, 2002), for 21 days on fiber spans 2 and 3 concatenated together (Aug. 1, 

2002-Aug. 22, 2002) and for 16 days on fiber spans 1 and 3 concatenated together 

(Sept. 27, 2002-Oct. 13, 2002). 

5.3.1 Measurement setup 

 

 

 

 

 

 

Fiber span 1 / 
Fiber span 2 / 
Fiber span 3  

~ 95 km

EDFA EDFA 

Fiber span 2 /  
Fiber span 3 /  
Fiber span 1  

 
 
 
      Automated PMD      
      measurement setup  
      shown in Fig 4.1 

 

Fig. 5.19. Measurement setup for characterizing the concatenated fiber spans

 

~ 95 km
. 
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5.3.2. Plots of DGD vs. wavelength and time 

      Figs. 5.20, 5.21 and 5.22 show in color-coded format the normalized DGD 

measured on the three configurations of concatenated fibers respectively. 

 
Fig. 5.20. Measured, normalized DGD vs. wavelength and time for fiber spans 1 and 

2 concatenated (18 days). 
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Fig. 5.21. Measured, normalized DGD vs. wavelength and time for fiber spans 2 and 

3 concatenated (21 days). 

 
Fig. 5.22. Measured, normalized DGD vs. wavelength and time for fiber spans 1 and 

3 concatenated (16 days). 
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      It can be observed from the above color maps that the DGD on concatenated fiber 

spans changes with time and wavelength. However, unlike the individual fiber spans, 

the variation of DGD with time on concatenated fiber spans is more rapid. This might 

be due to the fact that on concatenated fibers, light is transmitted through the first 

buried fiber span, amplified at the end of first fiber span in the laboratory and then 

retransmitted through the second buried fiber span. The temperature of the laboratory 

was not maintained at a constant value and so it varied during the day. To observe 

any periodic variations in the DGD a discrete Fourier transform (DFT) of the DGD 

data is obtained and examined. Fig. 5.23 shows normalized DGD variations with time 

at 1560 nm wavelength on fiber spans 1 and 2 concatenated together. Fig. 5.24 shows 

the DFT of the DGD data (with mean value subtracted). It can be observed from Fig 

5.24 that there are many periodic components, however, the 1-day component is the 

most dominant followed by the ½ day component. Even though the mean value is 

subtracted from the data, the DC component in Fig 5.24 is still relatively strong. This 

might be because of the variation of mean DGD over time. Similar observations were 

made at other wavelengths as well which showed similar results. 

 
Fig. 5.23. DGD/Mean DGD vs. Time at 1560 nm on fiber spans 1 and 2 concatenated. 
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Fig. 5.24. DFT of DGD at 1560 nm with mean value subtracted from DGD data. 

 
 

5.3.3 Histograms of measured DGD data 

       To verify the Maxwellian nature of the measured DGD, histograms of the 

normalized DGD data measured on the three configurations of concatenated fiber 

spans are obtained and are shown in Figs. 5.25, 5.26 and 5.27. Curves representing a 

Maxwellian distribution for a 1-ps mean DGD are also plotted for comparison. It can 

be observed from the figures that the histograms show a good agreement with the 

theoretical Maxwellian curve-fits. 
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Fig. 5.25. Histogram of measured, normalized DGD data on fibers 1 and 2 

concatenated. 

 
Fig. 5.26. Histogram of measured, normalized DGD data on fibers 2 and 3 

concatenated. 
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Fig. 5.27. Histogram of measured, normalized DGD data on fibers 1 and 3 

concatenated. 

 
5.3.4 Mean DGD variation with time 

       The variation of frequency-averaged DGD data, denoted as <DGD>λ normalized 

by the overall mean DGD, denoted as <<DGD>λ>t and temperature with time on the 

three concatenated fiber spans is shown in Figures 5.28, 5.29 and 5.30.  The 

temperature shown in these plots is the hourly air temperature data for the region and 

not the laboratory temperature. It can be observed from the above-mentioned plots 

that the variation in frequency-averaged DGD on the fiber spans 1 & 2 and 1 & 3 

concatenated is less than 10 % over the measurement period and is less than 20 % on 

the fiber spans 2 and 3 concatenated.   
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Fig. 5.28. Frequency-averaged DGD and temperature vs. time for fiber spans 1 and 2 

concatenated. 

 
Fig. 5.29. Frequency-averaged DGD and temperature vs. time for fiber spans 2 and 3 

concatenated. 
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Fig. 5.30. Frequency-averaged DGD and temperature vs. time for fiber spans 1 and 3 

concatenated. 

5.3.5. Temporal drift properties of DGD 

        The DGD color maps on the concatenated fiber spans, shown in Sec. 5.3.2, 

indicate that the DGD is changing at a much faster rate than the case for individual 

fiber spans discussed in Sec. 5.2. This implies a much lower drift time for DGD on 

concatenated fiber spans. Temporal autocorrelation analysis similar to the one 

described in Sec. 5.2.5 was done on the DGD data from the concatenated links and 

the resulting ACFs are shown in Figs. 5.31, 5.32 and 5.33. As expected, the drift time 

on the concatenated links is observed to be low, however, the exact values shown in 

the figures may not be accurate owing to our observation that the drift times varied 

with the observation period. As mentioned before, this is one of the issues 

recommended for future work. 
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Fig. 5.31. Normalized temporal ACF of frequency-averaged DGD data on fiber spans 

1 and 2 concatenated and its theoretical curve-fit. 

 
Fig. 5.32. Normalized temporal ACF of frequency-averaged DGD data on fiber spans 

2 and 3 concatenated and its theoretical curve-fit. 
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Fig. 5.33. Normalized temporal ACF of frequency-averaged DGD data on fiber spans 

2 and 3 concatenated and its theoretical curve-fit. 

 
5.3.6 Spectral behavior of DGD 
       Spectral autocorrelation analysis, described in Sec. 5.2.6, is repeated with the 

time-averaged DGD from the concatenated links. The ACFs obtained from the 

analysis are shown in Figs. 5.34, 5.35 and 5.36 along with their theoretical curve-fits 

with the form given by (5.3). However, to get the best theoretical fit for the actual 

data, the DGD variance term in (5.3) has been multiplied by a factor between 3.5 and 

11.4. The actual values of the DGD bandwidth on all the concatenated fiber spans are 

masked so as to not to reveal the mean DGD of the fiber spans and so all the plots 

show a DGD bandwidth corresponding to a mean DGD of 1-ps. 
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Fig. 5.34. Normalized spectral ACF of time-averaged DGD data on fiber spans 1 and 

2 and it’s adjusted theoretical curve-fit. 

 

 
Fig. 5.35. Normalized spectral ACF of time-averaged DGD data on fiber spans 2 and 

3 and it’s adjusted theoretical curve-fit. 
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Fig. 5.36. Normalized spectral ACF of time-averaged DGD data on fiber spans 1 and 

3 and it’s adjusted theoretical curve-fit. 

 
5.3.7 System outage analysis 

        The outage probability, Pout, for different threshold values is calculated from 

the Maxwellian distribution using (5.4). The mean outage rate, Rout, and the mean 

outage duration, Tout, for different threshold values are calculated from the DGD data 

measured on the concatenated fiber spans using (5.5) and (5.6) respectively. The 

calculated Pout, Rout and Tout values as a function of normalized threshold are shown in 

Figs. 5.37 and 5.38. Table 3 lists the values of mean time between outages (MTBOs) 

and mean outage durations for system thresholds of 3 and 3.7 times the mean DGD. 
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Fig. 5.37. Calculated outage probability, Pout, and mean outage rate Rout, versus 

threshold/mean DGD for the concatenated fiber spans. 

 
Fig. 5.38. Calculated mean outage duration, Tout, as a function of threshold/mean 

DGD for the concatenated fiber spans. 
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Table. 5.3. Predicted mean time between outages (MTBOs) and mean outage 

durations for different DGD tolerances. 

 3*<DGD> 3.7*<DGD> 
Span 1 and Span 2 
MTBO 
Outage duration 

 
0.413 years 

9 min 

 
106 years 

7 min 
Span 2 and Span 3 
MTBO 
Outage duration 

 
0.644 years 

14 min 

 
167 years 

11 min 
Span 1 and Span 3 
MTBO 
Outage duration 

 
0.525 years 

11 min 

 
135 years 

9 min 

 
A comparison of values from Table 5.3 with those of Table 5.1 shows that the outage 

rates are much higher for concatenated fiber spans than for individual spans and since 

outage probability is constant in both cases, the outage durations are correspondingly 

lower for the concatenated spans. In Sec. 5.3.2, from the color maps of the DGD we 

observed that the DGD varied at a much faster rate with time on concatenated fiber 

spans compared to the individual spans. As a result the chances of an outage 

occurrence also increases. On individual fiber spans, for example span 1, DGD 

drifted at a very slow rate and so it takes years to observe a high-DGD outage event 

(like 3.7 times the mean). On the other hand, since DGD drifted at a much higher rate 

on the concatenated fiber spans the rate occurrence of a high-DGD outage event is 

higher but the outage event lasts for a much shorter duration. 
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5.4.  Design rules based on DGD margin 

Based on the observations and analyses presented in this chapter, certain rules may be 

developed.  An important parameter in making decisions regarding PMD in a network 

is the DGD margin, which is defines as the ratio between the receiver’s DGD 

tolerance, ∆τRX, and the link mean DGD. 

    
τ

τ
τ ∆

∆
= RXM                                                          (5.20) 

For cases where Mτ > 3 on single-span fibers, the frequency of PMD-induced 

outages will be low, and their duration may be brief.  In these cases the approach 

proposed by Särkimukka [36] (in which some channels in a wavelength-division 

multiplexed (WDM) system are reserved for protection and when traffic on a channel 

starts to be distorted it can be redirected through those protection channels) may be 

viable.  The instances when switching this traffic may be required will likely be 

infrequent (spanning years), and may only be required for several minutes or a couple 

of hours.  

For cases where 2 < Mτ < 3 on single-span fibers, PMD-induced outages may 

occur with a maximum frequency of one event every few days and a mean outage 

duration of 2 to 4 hours. For cases where Mτ < 2 on single-span fibers, chronic PMD-

induced outages will result with durations of several hours.  In these instances the 

option of applying PMD compensation, interrupting the link with a back-to-back 

terminal regenerator, or even replacing particular fiber segments may be appropriate. 
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5.5.  Example scenarios (Single-span only) 

1) 10-Gb/s, <∆τ> = 10 ps, receiver’s DGD tolerance 40 ps  

 In this scenario the DGD margin, Mτ, is 4.  The probability of the DGD exceeding 

the receiver’s DGD tolerance level is about 7.4×10-9, or effectively zero.  In this case 

it is quite unlikely a PMD-induced outage will ever be observed, and if one does 

occur its mean duration will be 100 minutes.  The DGD bandwidth will be about 90 

GHz or about 0.72 nm. 

2) 10-Gb/s, <∆τ> = 10 ps, receiver’s DGD tolerance 23 ps  

In this case the margin, Mτ, will be 2.3 meaning that the probability of the DGD 

exceeding the receiver’s limit is about 0.37%.  For our buried cable, PMD-induced 

outages typically will occur about once a month and with a mean duration of about 

three hours.  The DGD bandwidth will again be about 90 GHz. 

3) 40-Gb/s, <∆τ> = 3.2 ps, receiver’s DGD tolerance 5.7 ps  

 The DGD margin, Mτ, in this case is 1.8 so the probability of the DGD exceeding the 

receiver’s limit is 4.4%.  In this scenario PMD-induced outages typically will occur 

about every six days.  The mean duration will be about 4 hours, however outages 

persisting for a day may occur.  The DGD bandwidth is about 2.2 nm or 280 GHz so 

in a DWDM application with 100 GHz channel spacing, two or three channels may 

be affected during each outage. 
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6. Conclusions and Future work 

6.1 Conclusions 

 An automated, long-term PMD measurement system, using a polarization 

analyzer, a tunable laser source and a PC, was configured, which measures DGD 

using the Jones Matrix Eigenanalysis (JME) method. Using this measurement system, 

measurements were made on three different 95-km fibers within a slotted-core, direct 

buried, standard single-mode fiber-optic cable. Through analysis of the measured 

DGD data, the statistical behavior of DGD was examined and predictions were made 

regarding the probability, frequency and duration of high-DGD occurrences. The 

color maps of DGD showed that DGD changes with time randomly and that high-

DGD events are spectrally localized. The measured DGD data showed good 

agreement with Maxwellian distribution. The frequency-averaged mean DGD, in 

most cases, varied by about 10 % or less during the measurements. The drift times 

obtained from the DGD data measured for a very long time agreed well with those 

reported by others, however, it needs to be studied why the drift times varied with 

observation period. The DGD bandwidths estimated on different fiber spans agreed 

well with the bandwidths found using the theoretical spectral ACF fits. 

For outages characterized by high DGD episodes (DGD more than three times 

the mean DGD), the mean time between outages and mean outage durations are 

similar for the three individual fibers. These values for concatenated fibers are 

different from those of the individual fibers but are similar to each other. Reports by 

others confirm our observation that DGD excursions of three or more times the mean 
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DGD are infrequent and relatively short lived. This finding is significant for network 

operators who must assess the impact of PMD on network reliability. A new 

parameter called, DGD margin (the ratio of the receiver's maximum tolerable DGD to 

the link's mean DGD) was defined and based on this parameter, different PMD 

mitigation approaches were suggested for different values of the parameter. 

Also, this report presented a detailed discussion of various aspects of 

polarization-mode dispersion including its causes, behavior in short and long fibers, 

principal states model, the statistical nature and its impact on system performance. A 

brief description of different PMD emulation, simulation and mitigation techniques 

were presented. Further, various time-domain and frequency-domain PMD 

measurement methods were described. 

 

6.2 Future work 

 The research work presented in this report can be further extended to 

completely characterize DGD on buried fibers. First, the discrepancy in time 

autocorrelation analysis, i.e., the variation of drift time with observation period, 

should be studied. The variation of DGD with the fiber length can be studied by 

making measurements on buried fibers of different lengths. In our measurements on 

concatenated fiber spans, we amplified the optical signals using EDFAs in the lab and 

we observed some diurnal changes in DGD. It would be interesting to see whether the 

same behavior repeats using EDFAs buried in the ground along with the fiber spans. 

Also, it might take years and years to track changes in DGD on buried fibers over a 
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wide temperature range, instead, these experiments can be accelerated using a 

temperature chamber that can change the temperature over a wide range at a much 

faster rate. In this report we have presented the variation of DGD with wavelength, 

but our work did not include extensive study of second-order PMD. A detailed study 

of statistical nature of second-order PMD will be extremely useful. Also, the outage 

analysis can be repeated by including the second-order PMD data.  
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AUTOMATED DGD MEASUREMENTS USING 
POLARIZATION ANALYZER 

 
1. Introduction 

 This report gives a detailed description of the measurement setup and the 

procedure used to make automated DGD measurements across a given wavelength 

band and over time using the Agilent lightwave polarization analyzer (PA). Jones 

Matrix Eigenanalysis (JME) method is used for making DGD measurements. This 

report assumes that the user knows how to use the Agilent PA. [If not the user is 

advised to go through the manual of PA first]. Also, the user should know how to 

compile and run Visual basic files. 

2. Measurement Setup 
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Fig 1. Measurement setup used for making automated DGD measurements.



2.1 Description 

             The Agilent PA shown in Fig 1 comes with an instrument controller, monitor, 

keyboard and a mouse. The PA and the instrument controller are connected using the 

dedicated interface cable provided by the vendor. The monitor, keyboard and the 

mouse are connected to the instrument controller using their respective cables.  An 

external Tunable Laser Source (TLS) operating in the desired wavelength band, the 

instrument controller and the system controller PC (a Windows machine) used for 

automating the measurements are connected together using a common GPIB bus. 

Optical output from the TLS is fed into the ‘external source input’ of the PA and the 

input and output ends of the Device Under Test (DUT) are connected to the ‘optical 

output’ and ‘optical input’ of the PA using fiber patch cords. 

              The Agilent PA provides two methods to measure the DGD, namely JME 

method and Wavelength Scanning (WS) method. Using JME application of Agilent 

PA one DGD measurement in time across the specified wavelength band can be 

made. To repeat the measurements in time automatically another PC is used as a 

system controller. A Visual Basic (VB) application running on the system controller 

PC communicates with the instrument controller by sending device specific 

commands (refer PA manual) thereby controlling the operation of the PA. Using the 

system controller PC, after each across-the-band measurement (one full measurement 

across the specified wavelength band) in time the PA sits idle for a certain period 

(specified by the user at the start of the measurements, usually 1 minute or so) 

providing the user an option to exit the application. If the user does not exit the 



application within the specified time interval the PA restarts the across-the-band 

measurement again. This process keeps repeating until the user stops the 

measurements. However, the user does not have the option of stopping the 

measurements when an across-the-band measurement is in progress (can only be 

stopped forcibly). The user has to wait until that particular measurement across the 

specified band is completed to stop the measurements. 

2.2 Saving data 

           When the measurements are in progress, the VB application running on the 

system controller PC will automatically open a text file for each across-the-band 

measurement in the current folder of the system controller PC with a file name ‘JME 

-‘date’-‘time’ and records the measured data. These text files can be opened using 

‘Notepad’ or ‘WordPad’ applications. Each file has three columns separated by 

commas, first column is the wavelength in nm, second column is the instantaneous 

DGD in ps and the third column is the average DGD in ps up to that point in that 

particular across-the-band measurement. [The data in the third column is rarely used; 

it is the data in the second column that is of interest to the user.]  

3. Measurement procedure 

Step 1: Connect the instruments as shown in Fig 1 and power up the instruments. 

Step 2: Before starting the measurements, follow the method described in the Agilent 

PA (8509 B/C) user’s manual to perform one-time adjustment of external source 

polarization. This step is important as the vendor recommends it for enhanced 

accuracy. 



Step 3: Open the Agilent 8509B/C and HPIB2DDE applications by double clicking 

on the icons on the monitor screen that comes with the PA. 

Step 4: On the systems controller PC, open a new folder [this is recommended so that 

all the data files will be saved in that folder] and copy the executable file of the VB 

application into that folder.  

Step 5: Start the VB application by double clicking on the executable file. This will 

open a window showing a few instructions that the user should follow before starting 

the measurements. 

Clicking ‘OK’ will open an input dialog box showing the fields: start wavelength 

(nm), stop wavelength (nm), delta (step size in nm), power level (dBm) and the time 

interval (minutes) between the measurements (explained in Sec 2.1) and their default 

values. It also shows two icons namely, ‘start measurement’ and ‘exit’. 

Step 6: The user should provide the required values in the fields and click on the 

‘start measurement’ icon. After that the system controller PC will start 

communicating with the instrument controller and the measurements will start in a 

few seconds. 

Step 7: While the measurements are in progress, a plot between the instantaneous 

DGD (ps) and wavelength (nm) is displayed on the monitor screen that comes with 

the PA. This plot is refreshed after each across-the-band measurement. Both the 

monitors can be switched off to save power. 

Step 8: To stop the measurements the user has to wait until the current across-the-

band measurement is completed after which the VB application running the systems 



controller PC will provide an option for the user to exit the application. In case the 

user wants to stop the measurements in the middle, it can be done using the task 

manager (not recommended). The data collected till that moment will be saved in the 

file. 

Note: Refer to the PA manual for the details about the uncertainty in the 

measurements using the JME method. 

4. Possible errors during measurements 

The following errors are observed rarely which will stop the measurements. 

a. Error writing to the polarization analyzer – This message will appear on the 

system controller PC monitor. When this occurs the measurements are 

stopped abruptly. The user has to restart the measurements. 

b. Power under range – This message appears on the monitor that comes with the 

PA usually at the start of the measurements. This implies the power input to 

the PA from the DUT is below the sensitivity of the PA. The user has to take 

necessary action (such as increasing power from TLS or using an optical 

amplifier etc.) and restart the measurements. 

It’s better to check often whether the measurements are running or stopped due to 

some error. That way the measurements can be restarted soon in case of an error 

without missing much data. 

5. Details about using VB software 

Two zipped folders, namely, ‘PMD installer.zip’ and ‘Sourcecode.zip’ are attached to 

this report. 



The following are required to use the above software: 

a. National instruments GPIB board installed. 

b. NI-488.2 software installed (It comes with the GPIB board). 

c. Visual basic 6.0 compiler [Only if the source code is modified]. 

If the PMD installer folder is unzipped, it has a setup file in that. First the GPIB 

address of the PA has to be set to 29 and that of TLS to 24 (these are the values used 

in the code). Then if the setup file is run, it will install an executable file of the 

current version of the code. Now the user is ready to start the measurements with the 

specifications used in the code, namely, start wavelength is greater than 1510 nm, 

stop wavelength is less than or equal to 1635 nm, power level is between –20 dBm 

and 6 dBm. If the user wants to use values within the above-mentioned ranges of 

wavelength and power he/she can straight away start the measurements and mention 

the desired values at the start of the measurements while prompted. 

           If the user wants to extend or change the above-mentioned ranges, 

modifications has to be made to the source code file (PMD-WL-Timev2.VPB, a 

visual basic project file which is located in the Sourcecode folder) and compile it 

again to get the executable file. 

 

 

 

 

 



6. Sample measurement 

        A sample window of specifications and sample plot and data files of the 

measurements in lab are shown below.  

Sample Specifications 

 
 
 

Sample plot 

 
 
The data corresponding to this plot is taken from the data file shown in the next page. 



Sample data file  
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Abstract− Signal degradation due to polarization-mode
dispersion (PMD) effects may become significant for
signaling rates of 10 Gb/s, 40 Gb/s, and beyond.  As
expected, statistical analysis of variations in differential
group delay (DGD) indicate that excursions from the
mean DGD by factors of 3.7 or higher have very low
probability.  Temporal and spectral measurements of
DGD were made on 95 km of buried standard SMF over
an 86 day period to determine the distribution and rate of
change of high DGD events.  A drift time of about 3.4
days was found.  The DGD data agree well with results of
similar experiments reported in the literature.  Coupling
the drift time characteristic with the statistical behavior
of DGD, we conclude that high-DGD episodes will be
exceedingly rare and short lived.  The impact of PMD on
network operators is explored.  Approaches are reviewed
for network operators tasked with transporting high bit-
rate channels over fiber links with known PMD
characteristics.

INTRODUCTION
In the phenomenon called polarization-mode dispersion

(PMD), birefringence in the optical fiber provides two
polarization-dependent group velocities for optical signals.
In the high-coherence model of PMD (which assumes the
coherence time of the light source is greater than the PMD-
induced delays and no polarization-dependent loss) an input
pulse will result in two orthogonally polarized pulses that
preserve the shape of the original input pulse.  The relative
amplitudes of these two pulses is determined by the state of
polarization (SOP) of the input pulse relative to the fiber’s
input principal states of polarization (PSPs).  Thus for each
pulse input, two pulses arrive at the receiver with different
arrival times, called the differential group delay (DGD), ∆τ.
This first-order model is frequency independent and is only
valid over limited bandwidths.  For wider bandwidths higher
order effects must be considered resulting in frequency
dependent polarization and dispersion [1], [2].  The
bandwidth over which the PSPs can be assumed constant
depend on the properties of the fiber and has been shown to
vary inversely with the mean DGD, <∆τ> [3].  While the
minimum bandwidth of the PSPs in single-mode fibers was
found to be always over 50 GHz [3], this bandwidth for
standard single-mode fiber is of the order of 100 GHz [1].

PMD may become a major impediment for network
operators seeking to increase the per channel data rate on
long-haul fiber-optic links.  While the DGD in buried fiber
had negligible impact at 2.5-Gb/s signaling rates, upgrades to

10 Gb/s, 40 Gb/s and beyond will require increasingly more
attention.  While there are PMD challenges facing carriers at
10 Gb/s, these challenges are not as severe as originally
feared.  Major carriers are successfully deploying 10 Gb/s
dense-wavelength division multiplexed (DWDM) links
across the core of their networks.  A marked improvement in
the DGD tolerance of 10 Gb/s long-reach receivers (to about
40 ps) will likely satisfy most length demands, obviating the
need for PMD compensation (PMDC).  Signaling rates of 40
Gb/s and beyond will most likely require some form of
mitigation in long-haul applications, such as robust
modulation schemes or PMDC.

To ensure signal quality on their fiber at higher bit rates,
network engineers must anticipate the impact of PMD on the
various fiber routes.  Design of a reliable network requires a
good model of the PMD characteristics on each link.  An
understanding of the variability of both the DGD and the
PSPs is required to specify appropriate transmission
parameters.  Factors such as the mean DGD, PMD correlation
time and bandwidth, as well as second-order effects together
with performance prediction models can provide this
understanding.

While PMD is a vector quantity, with a magnitude (DGD)
and a direction (PSP), we are deliberately focusing
exclusively on DGD as this is a readily measured parameter
on installed optical networks.  The statistical distribution and
behavior of PSPs has been extensively studied and reported
elsewhere.

PMD STATISTICS
Mean DGD

For long optical fibers, the PMD figure of merit typically
specified is its mean DGD, <∆τ>, (having units of ps) or its
PMD coefficient, <∆τ>/√L, (having units of ps/√km) where L
is the fiber length.  The PMD for an installed (buried) fiber-
optic cable is dominated by the inherent PMD of the bare
fiber; however, the level of relaxation provided by the cabling
and installation techniques also affect PMD.  While the PMD
in bare fiber is determined largely by the core-cladding
concentricity achieved during manufacture, we have found
that loose-tube cabling results in a lower PMD than other
cabling methods, such as slotted core cabling.  In addition,
mechanical stresses introduced during cable installation
(burial) also contribute to the PMD and will be affected by
the installation practices used and whether the cable is in a
protective conduit.



The mean DGD for a given fiber is a constant that
represents both the average of DGD values at one time across
a broad spectral bandwidth
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and the average of DGD values for a single wavelength over
a long time period
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where ∆τ(λ, t) is the DGD value at wavelength λ and time t.
Although the mean DGD for an installed fiber is constant,
changing environmental factors (e.g., temperature) cause the
instantaneous DGD at a given wavelength, ∆τ(λ, t), to vary
randomly about that mean.

When various fiber segments are concatenated to form a
single long fiber, the mean DGD of the overall fiber is found
by
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where N is the number of segments.

Maxwellian distribution
The DGD for a given wavelength at any moment in time,

∆τ(λ, t), is a random variable with a Maxwellian probability
density function [4,5]
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for 0 < ∆τ < +∞, where

πσ=τ∆ /8 (5)

Figure 1.  Maxwellian probability density function.

Therefore the single parameter <∆τ> fully specifies the
distribution.  Figure 1 shows the Maxwellian probability
density function normalized by the mean DGD.

Using this distribution, the probability of ∆τ exceeding a
particular value can be found using

( ) ( )∫ τ∆τ∆−=≥τ∆
X

0
dp1XP (6)

For example, the probability of ∆τ/<∆τ> exceeding 3.7 is
1.3×10-7.  Expressed another way, if the mean DGD of a fiber
link is 10 ps, 99.99999% of the time the DGD will be less
than 37 ps.

NETWORK DESIGN CONSIDERATIONS
In the design of a robust, long-haul fiber-optic network, the

relationship between the maximum achievable link length
and bit rate must be considered.  For link designs where the
maximum tolerable DGD is exceeded, techniques for coping
with the effects of PMD must be explored.
Receiver DGD tolerance

The maximum link DGD that a receiver can tolerate before
the signal degradation becomes unacceptable depends on a
variety of factors, including modulation format, optical
signal-to-noise ratio, and receiver design.  For intensity-
modulated, direct-detected (IM-DD) systems, Iannone et al.
[6] found that when the transmitted signal excites both PSPs
equally (a worst case condition), a 1-dB receiver sensitivity
penalty results when the instantaneous DGD is about 23% of
the signaling time period, Tbit.  For a 2.5-Gb/s NRZ signal
(Tbit is 400 ps), this corresponds to a tolerable DGD value of
about 92 ps; at 10-Gb/s, about 23 ps is tolerable; and for a 40-
Gb/s NRZ signal, this corresponds to about 5.7 ps.  This
maximum tolerable DGD level is representative of the NRZ
IM-DD case; receiver DGD tolerance can be improved
through careful receiver design, use of PMD-tolerant
signaling formats, and the use of forward-correction codes
(FEC).  Khosravani and Willner [7] showed that RZ, chirped
RZ, and dispersion-managed soliton signaling formats are
much more tolerant of PMD effects compared to NRZ
formats.  Shieh et al. [8] and Xie et al. [9] have demonstrated
a substantial increase in receiver tolerance of DGD when
FEC is used.  Modern long-haul, 10-Gb/s receivers using
FEC or RZ modulation can tolerate about 40 ps of DGD with
a 1-dB power penalty.
Probability of signal outage

For occurrences of high instantaneous DGD, signal quality
may be intolerable resulting in a PMD-induced outage.  Such
outages may significantly affect network availability for
higher bit rates (10 Gb/s, 40 Gb/s, and higher).  For a network
to operate with an overall availability of “five nines” (i.e.,
99.999% of availability), the desired PMD-related availability
factor may be “seven nines” (i.e., 99.99999%) which
corresponds to a maximum tolerable DGD 3.7 times the mean
DGD.  For a 2.5-Gb/s IM-DD NRZ system with a DGD
tolerance of 92 ps, this results in an acceptable mean DGD
value of 25 ps; for a 10-Gb/s system with a DGD tolerance of
23 ps, the acceptable mean DGD is 6.2 ps; and for 40-Gb/s
with a tolerable DGD of 5.7 ps, the acceptable mean DGD



level is 1.5 ps.  For DGD-tolerant receivers (40 ps at 10 Gb/s)
this results in an acceptable mean DGD of 10.8 ps.
Coping with PMD

For network operators faced with the challenge of
upgrading the channel data rate on a high-PMD link in the
network, a handful of solutions exist that will preserve the
signal quality at increased data rates.

One alternative cost solution is to selectively replace those
fiber segments in the link known to be the dominant
contributors to the overall link DGD, if they can be identified.

Another alternative cost solution is to regenerate the
optical signal by placing a back-to-back terminals at the point
in the link where the DGD affects approach an intolerable
level, thus effectively reducing the optical link length.

Still another approach is to introduce error correction
codes, such as FEC.  In this approach the optical data payload
is reduced incrementally in exchange for a marginal gain in
PMD tolerance.

Yet another solution is to incorporate an adaptive PMD
compensation system [8, 9, 10, 11, 12], typically located at
the receiver.  Typical PMD compensation systems are
effective at minimizing the effects of first-order PMD, and, in
some cases, second-order PMD.  However both first- and
second-order PMD compensation systems suffer the
drawback that they reduce the effects of signal degradation
over a very narrow optical bandwidth.  This is a significant
drawback for dense wavelength-division multiplexing
(DWDM) systems.  For a long-haul fiber-optic link carrying
100s of wavelengths, a separate PMD compensation system
may be required for each wavelength to provide the desired
seven nines availability.  

For DWDM systems, another potential solution exists.
Särkimukka et al. [13] proposed a method for mitigating
PMD effects in a multichannel system by moving traffic off
of PMD-impaired channels onto spare channels that are not
experiencing PMD degradation.  

One may also rely upon more traditional protection
techniques (e.g. SONET ring or IP routing at layers 1 & 3,
respectively). This protection can easily provide a guard
against occasional PMD-induced outages of limited duration.
However, for this approach to be viable, the episodes of
abnormally high DGD events must be infrequent and
spectrally localized.  To evaluate the feasibility and limits of
this solution, an understanding of the temporal and spectral
nature of PMD is required.

Finally, there are also efficient optical networking
solutions offering varying degrees of protection by using an
optical cross-connect with a DWDM system.  Operators may
then construct a mesh-protected network and provide
managed wavelength services that are protected against a
possible PMD induced outages.  Similar to the traditional
protection methods, these more recent techniques will only be
viable with infrequent and spectrally localized outages. 

TEMPORAL BEHAVIOR OF DGD
Given the dynamic nature of PMD and the low probability

of excursions to intolerable levels, measurements of ∆τ(λ,t)

Figure 2.  Map of normalized DGD vs.
wavelength and time.

on buried fiber spans were made over long periods to enable
prediction of the potential impact of PMD on network
availability.  Of particular interest are the frequency and
duration of these rare events.  The Jones Matrix
Eigenanalysis (JME) technique was used to measure the
DGD data on a 95-km span of slotted-core, direct buried
fiber-optic cable made available by Sprint.

DGD was measured roughly every 3 hours at wavelengths
from 1510 nm to 1625 nm with a spectral resolution of
0.1 nm (about 12.5 GHz).  Over 86 days (from November 9,
2001 through February 2, 2002) 692 measurements were
made on the 1150 discrete wavelengths.  Figure 2 shows in a
color-coded format this normalized DGD data (i.e., ∆τ/<∆τ>)
representing 795,800 measured values.  Expressed another
way, if the 0.1-nm spectral samples and 3-hour time samples
are statistically independent, then this data set would
represent about 272 years of DGD data.

A histogram of this normalized DGD data is shown in
Figure 3, and is seen to have shape consistent with a
Maxwellian distribution, as expected.  A curve representing a
Maxwellian distribution normalized to the mean is also
plotted for comparison.

Figure 3.  Normalized histogram of measured DGD data.



Figure 4.  Measured temporal variations in normalized
DGD over 86 days (top) at 1550 nm and (bottom)
averaged over all 1150 frequency measurements.

From Figure 2 it is apparent that for buried fiber DGD
values do not change rapidly.  Figure 4 shows time histories
of measured DGD data over the 86-day period.  The top plot
is DGD data at 1550 nm and the bottom plot is frequency-
averaged data.  While the mean value of the bottom plot is
one (by definition), the mean value of the top plot is 1.088.
This should not be interpreted to mean that the mean DGD is
changing; rather since fewer data were used to estimate the
mean, there is more uncertainty in that estimate compared to
the estimate using all of the data.

To determine the DGD rate of change, an autocorrelation
analysis was performed on the DGD time histories.  Figure
5(top) shows the normalized temporal autocorrelation
function (ACF) of the DGD data measured at 1550 nm.
Figure 5(bottom) shows the ACF for the DGD time history
for the frequency-averaged DGD data.  Also shown in Figure
5 are curves representing the theoretical temporal
autocorrelation function for DGD [14] which has the form
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Figure 5.  Normalized temporal autocorrelation functions
(ACFs) of normalized DGD data measured (top) at

1550 nm and (bottom) across 1150 frequencies.
Theoretical ACF curves are fitted
to the measured temporal ACFs.

where td is the average drift time of DGD.  The drift time
indicates the timescale over which the DGD changes.
Furthermore, when outages occur, the outage duration will be
related to the drift time [14,15].  Based on data collected over
the 86 days, the drift time for this fiber is estimated to be
around 3.4 days.  Expressed another way, samples should be
collected about once every three days to obtain statistically
independent DGD values on a specific wavelength;
measurements collected more often are correlated.

For comparison, others have reported a range of DGD
correlation times under various fiber conditions.  For spools
of fiber in a laboratory environment, correlation times of
about 30 minutes on 31.6 km of fiber [16] and 3 hours on a
10-km fiber [17] have been reported.  DGD variations on a
48-km aerial cable exhibited time scales ranging from 5 to 90
minutes depending the air temperature rate of change [18].
For submarine cables, a DGD correlation time of about an
hour was observed on a 119-km cable [19], and [20] observed



Figure 6.  Spectral variations in normalized DGD over
1150 wavelengths (top) measured on Nov. 9, 2001 and

(bottom) time-averaged over all 692 time measurements.
PMD changes with a period of about two months on a 62-km
fiber-optic cable.  On buried fibers, correlation times of at
least 20 minutes (17 km) [21], 1-2 hours (48.8 km) [18], 3
and 5.7 days (127 km) [14], and 19 hours (114 km) [22] have
been reported.  Thus our observation of 3.4 days is consistent.

With knowledge gained from the ACF analysis, we can
now interpret realistically our DGD data set.  Over the 86
days of observation, about 25 independent samples were
collected.

SPECTRAL BEHAVIOR OF DGD
From Figure 2 we note that the DGD varies significantly

with wavelength.  Figure 6(top) shows the normalized
spectral variation of the first DGD data  (measured on
Nov. 9,2001) and the bottom plot shows the spectral variation
of the time-averaged, normalized DGD data.

To determine the DGD bandwidth, spectral autocorrelation
analysis was performed on the normalized DGD spectral
data.  Figure 7(top) shows the resulting normalized spectral
ACF for one spectral measurement (data collected on

Figure 7.  Normalized spectral autocorrelation functions
(ACFs) of normalized DGD data measured (top) on

Nov. 9, 2001 and (bottom) time-averaged over
all 692 measurements.  Theoretical ACF curves

are fitted to the measured spectral ACFs.
Nov. 9,2001) and Figure 7(bottom) shows the normalized
spectral ACF for the time-averaged data.  Also shown in
Figure 7 are curves representing theoretical spectral ACFs for
DGD, with the form [23]
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where ∆ω is the radian frequency and <∆τ2> represents the
variance of the DGD.

From the measured data the bandwidth for the normalized
DGD is estimated to be about 7.5 nm or 936 GHz.  Therefore
if the mean DGD is 1 ps and an optical channel is affected by
significant DGD, nearby channels (within about 7.5 nm) may
also experience this effect.

Theory and experiments [23] have demonstrated that the
DGD bandwidth is inversely proportional to the mean DGD.

τ∆=ω 24c (9)



Thus fibers with a high mean DGD have a narrower DGD
bandwidth than fibers with a low mean DGD.  Thus for a
fiber with a mean DGD of 1 ps, the predicted DGD
bandwidth is 900 GHz which agrees well with bandwidth
found using the spectral ACF fit in Figure 6(bottom).  Note
that normalized DGD bandwidth in the Figure 6(top) is about
4 nm which is significantly less than the approximately 7.5
nm bandwidth seen in Figure (bottom).  This should not be
interpreted to mean that the DGD bandwidth is varying;
rather the bandwidth estimate obtained using all of the data
will be more accurate as it is based on significantly more data
points.

IMPLICATIONS FOR NETWORK AVAILABILITY
Mean time between PMD-related outages
The mean time between PMD-related outages can be
estimated from the temporal characteristics of DGD
variations and the Maxwellian probability density function.
The DGD rate of change is characterized by the DGD drift
time, td.  This drift time may be thought of as “rolling the
dice” every td to obtain a new, statistically independent DGD
value.  Therefore the mean time between high-DGD events
(i.e., DGD exceeding a value X) can be estimated as

( )( )XPktT dX >τ∆⋅= (10)
where k is a proportionality constant.

For example, Nagel et al. [22] observed a DGD correlation
time of 19 hours, and predicts that the DGD will exceed three
times its mean value once every 3.5 years.  Since the
probability of the DGD exceeding three times its mean is
about 4.2×10-5 we can determine a value of 15 for k.

Applying (10) with a drift time of 3.4 days and a threshold
of three times the mean DGD, the mean time between high-
DGD events is about 14.8 years.  For a PMD-induced outage
probability of 1.3×10-7 (network availability of seven nines)
the receiver should tolerate 3.7x<∆τ>.  With a DGD drift
time, td, of 3.4 days, the estimated mean time between high-
DGD events will be about 4,700 years, making it an
extremely rare occurrence!
Duration of high-DGD events

Again from the DGD drift time, the Maxwellian
probability density function, and the temporal ACF, the
average duration of a high-DGD event can be estimated.
While the correlation time represents the time delay resulting
in a 63% reduction in the normalized ACF, smaller variations
in the ACF require significantly shorter times.  Again Nagel
et al. [22] estimated a mean outage duration between 10 and
20 minutes for their link having a DGD correlation time of 19
hours.  Bülow and Veith [15] found that while unusually long
duration outages occur, the probability of occurrence
decreases almost exponentially with outage duration.  In
other words, when outages occur, most will be of short
duration.

Based on these findings, for the 95-km link we observed,
we anticipate the typical duration of an outage to be between
1 and 2 hours with the possibility that a prolonged outage
could persist for 1 to 1.5 days.

Impact of high-DGD events on adjacent channels
When a high-DGD episode occurs, how many DWDM

channels will be affected?  For a link with a mean DGD of
5 ps, the DGD bandwidth will be about 180 GHz or 1.44 nm.
Therefore for a DWDM system with a 50-GHz channel
spacing, during a 3.7×<∆τ> event, the DGD in adjacent
channels may also experience PMD-induced signal
degradation, (i.e., only two or three channels will likely be
affected by a single high-DGD episode).
Design rules

Based on these observations and analyses, certain rules
may be developed.  An important parameter in making
decisions regarding PMD in a network is the ratio between
the receiver’s DGD tolerance, ∆τRX, and the link’s mean
DGD.

τ∆
τ∆

= RXM (11)

For cases where M > 3, the frequency of PMD-induced
outages will be low, and their duration may be brief.  In these
cases the approach proposed by Särkimukka (or one utilizing
new protection techniques) may be viable.  The occurrences
when switching this traffic may be required will likely be
infrequent (spanning years), and may only be required for a
few minutes or as long as a day.

For cases where 2 < M < 3, PMD-induced outages may
occur about once a month with typical durations measured in
10s of minutes.

For cases where M < 2, chronic PMD-induced outages will
result.  In these instances the option of applying PMD
compensation, interrupting the link with a back-to-back
terminal regenerator, or even replacing particular fiber
segments may be appropriate.
Example scenarios
10-Gb/s, <∆τ> = 10 ps, receiver’s DGD tolerance 40 ps

In this scenario the DGD margin, M, is 4.  The probability
of the DGD exceeding the receiver’s DGD tolerance level is
about 7.4×10-9, or effectively zero.  In this case it is quite
unlikely a PMD-induced outage will ever be observed.  The
DGD bandwidth will be about 90 GHz or about 0.72 nm.
10-Gb/s, <∆τ> = 10 ps, receiver’s DGD tolerance 23 ps

In this case the margin will be 2.3 meaning that the
probability of the DGD exceeding the receiver’s limit is
about 0.37%.  For a buried cable with a DGD drift time of
about 2 days, PMD-induced outages typically will occur
about once a month and last less than an hour.  The DGD
bandwidth will again be about 90 GHz.
40-Gb/s, <∆τ> = 3.2 ps, receiver’s DGD tolerance 5.7 ps

The DGD margin in this case is 1.8 so the probability of
the DGD exceeding the receiver’s limit is 4.4%.  For a link
with a drift time of 2 days, PMD-induced outages typically
will occur about every third day.  The typical duration will be
1 to 2 hours, however outages persisting for a day may occur.
The DGD bandwidth is about 2.2 nm or 280 GHz so in a
DWDM application with 50 GHz channel spacing, two or
three channels may be affected during each outage.



CONCLUSIONS
By examining the statistical behavior of DGD in an optical

fiber, and using measured DGD data on a buried optical
cable, predictions regarding the probability, frequency of
occurrence, and spectral extent of high-DGD episodes can be
made.  Reports by others confirm our observation that DGD
excursions of three or more times the mean DGD are
infrequent and relatively short lived.  This finding is
significant for network operators who may consider
providing a few spare channels in a DWDM environment to
ensure high network availability.

For cases where the mean DGD is comparable to the
receiver’s maximum tolerable DGD, approaches for ensuring
network availability include inclusion of PMD compensation
systems, shortening the link length by strategically
introducing back-to-back terminal regenerators, replacing
fiber segments found to have excessively high DGD levels, or
by utilizing an optical networking solution whereby traffic
may efficiently share protection bandwidth.
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Abstract
Temporal and spectral measurements were made on
three different 95-km fibers within a slotted-core, direct
buried, standard single-mode fiber-optic cable over
many days to characterize DGD variability.  From this
data we observed that DGD varies slowly over time but
rapidly over wavelength.  This data showed good
agreement with a Maxwellian distribution.  The
frequency-averaged mean DGD varied by about 10% or
less during the periods that included significant
temperature swings.  Outage analysis showed that for
system tolerances of three times the mean DGD,
outages will occur typically every 3 to 8 years with
mean outage durations ranging from about one to two
hours.  From this analysis we conclude that high-DGD
episodes are spectrally localized and will be
exceedingly rare and short lived.

Introduction
Polarization-mode dispersion (PMD) may be a major
impediment for network operators seeking to increase
the per channel data rate on long-haul fiber-optic links.
While the differential group delay (DGD, or ∆τ) in
buried fiber had negligible impact at 2.5-Gb/s signaling
rates, upgrades to 10 Gb/s, 40 Gb/s and beyond will
require increasingly more attention.  While there are
PMD challenges facing carriers operating at 10 Gb/s,
these challenges are not as severe as originally feared.
Major carriers are successfully deploying 10-Gb/s
dense-wavelength division multiplexed (DWDM) links
across the core of their networks.  A marked
improvement in the DGD tolerance of 10 Gb/s long-
reach receivers (to about 40 ps) will likely satisfy most
length demands, obviating the need for PMD
compensation (PMDC).  Signaling rates of 40 Gb/s and
beyond will most likely require some form of mitigation
in long-haul applications, such as robust modulation
schemes or PMDC.
To ensure signal quality on their fiber at higher bit rates,
network engineers must anticipate the impact of PMD
on the various fiber routes. An understanding of the
variability of both the DGD and the principal states of
polarization (PSPs) is required to specify appropriate
transmission parameters.  Factors such as the mean
DGD, PMD correlation time and bandwidth, as well as

second-order effects together with performance
prediction models can provide this understanding.
The availability of measured PMD data on installed,
buried fibers is limited.  In this paper we present
measured DGD data for buried, standard single-mode
fiber to improve our understanding of the variability of
PMD.  While PMD is a vector quantity, with a
magnitude (DGD) and a direction (PSP), we are only
focusing on the DGD.  The statistical distribution and
behavior of PSPs has been extensively studied and is
shown to be correlated to DGD behavior [1,2].

Experimental setup
Experiments were conducted to measure the
instantaneous DGD on three different 95-km fibers (1,
2, and 3) within a slotted-core, direct buried, standard
single-mode fiber-optic cable made available by Sprint.
A polarization analyzer employing the Jones-Matrix-
Eigenanalysis (JME) method was used for
measurements at wavelengths from 1510 nm to 1625
nm with a spectral resolution of 0.1 nm (about 12.5
GHz).  Measurements on fiber span 1 were repeated
approximately every 3 hrs and they were carried on for
about 86 days whereas on fiber spans 2 and 3 they were
repeated approximately every 1½ hours and carried out
for about 14 and 9 days, respectively.  Over the 86 days
(from Nov. 9, 2001 through Feb. 2, 2002) 692
measurements were made on fiber span 1 across the
1150 discrete wavelengths representing 795,800
measured values.  For fiber spans 2 and 3 the
corresponding number of DGD measurements is about
271,600 and 181,700.

Plots of DGD vs. wavelength and time
Figures 1, 2, and 3 show in a color-coded format
normalized DGD data (i.e., DGD/mean DGD) measured
on the three fiber spans, respectively.  From the plots it
is clear that for buried fibers DGD changes with time
but not at a rapid rate.  This variation is random and
differs from fiber to fiber.  It is also evident that the
DGD varies significantly with wavelength and relatively
high-DGD events are spectrally localized.
A histogram of the normalized DGD data on fiber span
1, shown in Figure 4, is seen to have shape consistent
with a Maxwellian distribution, as expected.  A curve
representing a Maxwellian distribution for a 1-ps mean
DGD is also plotted for comparison.



Figure 1.  Measured, normalized DGD vs. wavelength and time
for fiber span 1 (86 days of data).

Figure 2.  Measured, normalized DGD vs. wavelength and time
for fiber span 2 (14 days of data).

(c)

Figure 3.  Measured, normalized DGD vs. wavelength and time
for fiber span 3 (9 days of data).

Figure 4.  Histogram of measured, normalized DGD data
on fiber span 1.

Similar histograms were obtained for the data on the
other two fiber spans (plots not shown here) and they
also showed good agreement with a Maxwellian
distribution.

Mean DGD variation with time
To observe the time-dependent nature of DGD more
closely, 1150 DGD measurements over all wavelengths
were averaged together to obtain frequency-averaged
DGD data, denoted as <DGD>λ normalized by the
overall mean DGD (averaged over both time and
frequency), denoted as <<DGD>λ>t.  Since temperature
is a known driver in changing DGD changes, hourly air
temperature data for the region were collected as well.
The variation of frequency-averaged DGD and
temperature with time on the three fiber spans is shown
in Figures 5, 6 and 7.  From Figure 5 it can be observed
that frequency-averaged DGD varies by only about
±10% over 86 days of observations that included
significant temperature swings.  Since the entire length
of the fiber is buried, the diurnal temperature variations
do not represent the fiber temperature.  Statistical
analyses reveal no significant correlation between long-
term temperature variations and the frequency-averaged
mean DGD.



Figure 5.  Frequency-averaged DGD and temperature vs. time for
fiber span 1.

Figure 6.  Frequency-averaged DGD and temperature vs. time for
fiber span 2.

Figure 7.  Frequency-averaged DGD and temperature vs. time for
fiber span 3.

System outage analysis
An outage event is one which exceeds the given
threshold value of DGD, ∆τth.  The outage probability
Pout, expressed in minutes/year, can be calculated from

the Maxwellian probability distribution function (pdf),
fτ(⋅) as

( ) ( )∫ τ∆τ∆−=τ∆≥τ∆
τ∆

τ

th

0
th df1P (2)

and then multiplying the number of minutes in a year.
As Pout is based on the Maxwellian pdf, it may be
expressed as a function of one independent variable
M= ∆τth/(mean DGD)  as Pout(M) and is clearly fiber
independent and will be the same for all installations.
In cases where the probability of an outage is quite
small, Pout represents the annualized outage probability
based on long time records, however no insight is
provided regarding the outage rates and their durations.
Accurate estimation of the impact of PMD on network
availability requires statistical analysis of the DGD
variability.  Caponi et al. [3] showed how the mean time
between PMD-related outages could be estimated from
the temporal characteristics of DGD variations and the
Maxwellian probability density function.  The mean
outage rate, Rout (defined as the mean number of outage
events per unit time with units of events/year), is found
using [3]

( ) ( ) 'd''fthresholdf
2
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∞

∞−
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where ∆τ' is the time derivative of the DGD, and fτ'(⋅) is
the pdf of ∆τ'.  Caponi et al. observed ∆τ and ∆τ' to be
statistically independent and also found that Rout is cable
and installation dependent.
Figure 8 shows the calculated outage probability, Pout,
and the mean outage rate, Rout, for a given system
threshold relative to the mean DGD on the three fiber
spans.

Figure 8.  Calculated outage probability, Pout, and mean outage
rate, Rout, versus Threshold/Mean DGD.



Figure 9.  Calculated mean outage duration, Tout, as a function of
Threshold/mean DGD.

Table 1.  Predicted mean time between outages (MTBOs) and
mean outage durations for different DGD tolerances

3*<DGD> 3.7*<DGD>
Span 1

MTBO
Outage duration

6.39 years
136 min

1648 years
108 min

Span 2
MTBO
Outage duration

3.25 years
69 min

833 years
55 min

Span 3
MTBO
Outage duration

7.91 years
138 min

2000 years
133 min

The mean duration of DGD-induced outages can be
determined using statistical analysis as well.  Caponi et
al. [3] showed that the mean outage duration, Tout, is

outoutout RPT = (4)
which has units of minutes.
Figure 9 shows the calculated mean outage duration,
Tout, as a function of system threshold relative to the
mean DGD.  Since Tout is found using Rout, which is
cable and installation dependent, Tout will also be cable
and installation dependent.
From the above analysis, we can estimate the mean
outage time between outages (MTBOs) and mean
outage durations for various DGD tolerances for these
fiber spans.  Table 1 lists these values for system
thresholds of three and 3.7 times the mean DGD.
For comparison, Nagel et al. [4] predicted that for the
114-km buried link they studied, the DGD will exceed
three times its mean value once every 3.5 years and
estimated a mean outage duration of between 10 and 20

minutes for their link.  From data measured on 37-km of
buried cable, Caponi [3] predicted the DGD will exceed
three times the mean DGD once every 2.5 years with a
mean outage duration of 56 minutes.

Conclusions
We have measured DGD data on three different 95-km
fibers within a slotted-core, direct buried, standard
single-mode fiber-optic.  From these measurements we
observed that DGD varies slowly over time but rapidly
over wavelength or frequency.  Episodes of higher-that-
average DGD were observed and seen to be spectrally
localized and of limited duration.
To investigate the role of changing temperature on mean
DGD variations, frequency-averaged DGD data were
compared to temperature histories.  The frequency-
averaged DGD varied by only about ±10% over 86 days
of observations that included significant temperature
swings.
From this data predictions were made regarding the
probability, and frequency of outage occurrence.  While
the statistics of Maxwellian processes adequately
describe the annualized outage probability, further
analysis of the DGD data revealed the mean time
between outages and mean outage durations.  For
outages characterized by high DGD episodes (DGD
more than three times the mean DGD), we found that
the mean outage rates and durations for these three
fibers to be similar.  Our findings agree with reports by
others that DGD excursions of three or more times the
mean DGD are infrequent and relatively short lived.
This finding is significant for network operators who
must assess the impact of PMD on network reliability.
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