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Abstract

Java has been successful particularly for writing applications in
the server environment. However, isolation of multiple applications
has not been efficiently achieved in Java. Many customers require
that their applications are guarded by independent OS processes,
but starting a Java application with a new process results in a long
sequence of initializations being repeated each time. To date, there
has been no way to quickly start a new Java application as an
isolated OS process.

In this paper, we propose a new isolation approach called Clone-
able JVM to eliminate this startup overhead in Java. The key idea is
to create a new Java application by copying, or cloning, the already-
initialized image of the primary JVM process. Since the clone is
already initialized, it can begin actual operations immediately as
a new isolated process. This cloning abstraction can support new
scenarios for Java, such as user isolation and transaction isolation.

We implemented a prototype of the Cloneable JVM by modi-
fying a production JVM on Linux, which provides a new API for
cloning constructed on the Isolate API defined in JSR 121. Using
this cloning API, several Java applications, including a large pro-
duction J2EE application server, were modified to demonstrate the
isolation scenarios. Evaluations using these prototypes showed that
new ready-to-serve Java applications can start up as a new process
in less than 5 seconds, which is 4 to 170 times faster than starting
these applications from scratch.

Categories and Subject Descriptors D.3.3 [Programming Lan-
guages]: Language Constructs and Features—frameworks

General Terms Languages, Design, Performance, Experimenta-
tion

Keywords Java, startup overhead, cloning, isolation
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1. Introduction

Java [18] has become very popular, especially in server-side en-
vironments such as those used for Web services. One important
feature required in the server environment is to run each applica-
tion in isolation, in order to protect it against other applications’
failures. The most preferred and proven approach for this isola-
tion is to run each application on an independent process, which
is strongly guarded by the underlying operating system. However,
this approach has not been efficient in Java, since starting a Java
application as a new process takes a long time. For example, IBM’s
WebSphere Application Server (WAS) [22] Version 5.1.1, which is
middleware for hosting Java 2 Enterprise Edition (J2EE) [45] appli-
cations, takes about 14 seconds to start up on a 3.06 GHz dual Xeon
PC, even if no J2EE application is installed. The situation is worse
when J2EE applications are installed, and may take several min-
utes in actual configurations. This slow startup problem prevents
Java from being used for various isolation scenarios.

Figure 1 illustrates why the startup of Java applications is so
slow. The upper bar (JVM 1) shows the image of the tasks' per-
formed when a Java application starts up. Before the application
becomes ready-to-serve, the Java virtual machine (JVM) [32] com-
pletes a long startup sequence with actions such as loading and ini-
tializing classes, creating objects, constructing internal data struc-
tures, compiling bytecodes, and setting up the middleware. For ex-
ample, about 6,000 classes need to be loaded and initialized to start
WAS 5.1.1, even without any J2EE application. All Java applica-
tions pay this startup overhead tax every time they are started.

One existing approach to reduce the startup overhead is to share
and reuse data structures among multiple JVMs [3, 4, 9, 11, 12,
20, 44]. If the loaded class structures and JIT-compiled native code
blocks are reused through sharing, subsequent applications can be
started faster. However, this sharing approach does not completely
eliminate the startup overhead. Because each Java application is
started from its entry point, there still remains a significant over-
head, such as class initialization and object creation, as shown in
the lower bar JVM 2) of Figure 1. For example, in the case of
WAS 5.1.1, class loading took about 25% and JIT compilation took
10% of the startup time. This implies that 65% of the startup over-
head still remains even if the loaded classes and JIT-compiled code
blocks are aggressively shared and reused among JVMs. In addi-
tion, to implement such data sharing, both the JVM and JIT com-

! Figures 1 and 2 show the breakdown of the startup overhead into several
major tasks, but do not mean that these tasks are performed sequentially.
In addition, each task contains processing for the middleware and the
application as well as for the Java environment itself.
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Figure 1. Startup overhead of Java application, most of which still
remains even if some internal data structures are shared.

piler must be extensively modified, possibly degrading execution
performance of the application.

The Isolate API defined by the Java Community Process as
JSR 121 [26] has the same limitation, since each Isolate must start
an application from its entry point. A new execution abstraction
should be introduced to reduce the startup overhead further.

In this paper, we propose a new isolation approach called
cloning to remove almost all of the startup overhead by copying
the initialized image of the primary JVM process into the new
process after the target Java application is initialized. Figure 2 il-
lustrates this cloning startup, where the JVMs 2 to 4 are started
almost instantly by cloning the already-initialized JVM 1. Each
cloned environment contains the initialized image of the appli-
cation, and the application is resumed from the point of cloning
instead of being started from its entry point. Therefore, it can begin
actual operations after a few reconfiguration steps without redoing
the initialization. Since each cloned environment is guarded by an
independent OS process, new scenarios such as user isolation and
transaction isolation become possible with this cloning abstraction.

We implemented the cloning function by modifying a produc-
tion JVM as a Cloneable JVM, without modifying the underly-
ing operating system. With this approach, we could implement the
cloning function efficiently, since the internal structure of the JVM
could be freely adjusted for cloning. Using a new cloning API pro-
vided by the Cloneable JVM, several Java applications were mod-
ified to demonstrate the isolation scenarios. Evaluation using these
prototypes showed that new ready-to-serve Java applications can
start up as a new process in less than 5 seconds, which is 4 to
170 times faster than starting these applications from scratch.

To the best of the authors’ knowledge, this is the first successful
demonstration of cloning the entire Java environment for isolation.
The contributions of this paper are:

e Proposal of a new execution abstraction, cloning, where an
initialized Java application is duplicated to start a new isolated
environment almost instantly.

e The descriptions of several scenarios made possible by the
cloning.

® Detailed design and implementation of the Cloneable JVM and
the cloning API on a production-level JVM.

¢ Evaluation of the cloning using real clone-aware applications as
well as micro-benchmarks.

The rest of the paper is organized as follows. Section 2 explains
the key concepts of cloning by presenting several usage scenarios,
a programming model, and design issues. Section 3 describes the
necessary modifications to the JVM layer, and Section 4 shows
actual Java applications that exploit cloning. Section 5 presents the
effectiveness of cloning with the results of various measurements.
Section 6 discusses related work, and Section 7 offers conclusions.

Figure 2. Create new Java execution environments by cloning.

2. Key Concept

The cloning presented in this paper is an aggressive approach
that tries to eliminate all startup overhead. The key idea is to
create a new Java environment by copying the image of an already-
initialized, ready-to-serve Java application, including its internal
structures such as classes, objects, and JIT-compiled code blocks.

The idea resembles the fork system call of Unix-style operating
systems, which creates a new process by duplicating the memory
image of the current process. However, that is usually a transient
state until a new program is loaded by using exec. In addition, a
Java execution environment cannot be cloned simply by fork since
it does not duplicate several OS resources such as threads, mutexes,
and file management structures, as will be discussed in Section 3.2.

Before going into the implementation details, in this section
we show how the cloning concept can be used with actual Java
applications.

2.1 Cloning Scenarios

By using cloning, a new ready-to-serve Java environment can be
started immediately as a new OS process separated from the orig-
inal environment. Therefore, various new usage scenarios become
possible, some of which are shown in Figure 3.

The first scenario is user isolation. Cloning can provide a Java
application environment for each user isolated from those of other
users. Figure 3(a) shows an example flow of this scenario. The ap-
plication is started in advance of the real operations up to the point
where initialization has been completed. When a user requests the
application to perform the operation, a clone is created from that
image and dedicated to the user. The cloned Java environments are
executed as independent processes, so they do not interfere with
each other. A user’s application can be properly isolated from fail-
ure in other users’ applications.

The second scenario is transaction isolation. In transaction pro-
cessing, there is a requirement to process each transaction on a
clean and reliable environment [7]. With cloning, such isolation
is realized by processing each transaction in a cloned transaction
processing environment. Figure 3(b) shows the flow of this sce-
nario, where each transaction is executed on dedicated middleware,
without being affected by other transactions. It is also possible to
process multiple transactions in parallel if they are independent or
appropriately synchronized. This scenario is also useful to provide
a scripting environment by Java. By cloning, each script processing
can be started immediately in a dedicated clean environment.

The third scenario is failure recovery, as shown in Figure 3(c).
In this scenario, after the application is initialized, a clone is created
to perform the actual operations. The master monitors the status
of the cloned environment, instead of performing the operations.
‘When it detects abnormal termination of the clone, it creates a new
clone, which can take over the operation immediately.
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Figure 3. Several scenarios using cloning.

class Isolate
— is modified to provide the cloning functions.
static Isolate cloneMe()
— clones the current Java environment as an Isolate,
and returns different values to the master and clone.
void start()
— starts the created Isolate (clone).
int waitFor()
— waits for the termination of the specified Isolate (clone),
and returns its exit code.

abstract class CloneAction
— is a convenient class to manage CloneAction callbacks.
static CloneActionList \
addCloneAction(CloneAction a, Object o, int when)
— adds an action invoked while the environment is cloned.
The argument when is one of BEFORE_CLONE_IN_MASTER,
AFTER_CLONE_IN_MASTER, or AFTER_CLONE_IN_CLONE.
abstract boolean perform(Object o, int when)
— defines a method invoked before or after the cloning.

Table 1. The provided cloning API, which is an extension of the
Isolate API.

The fourth scenario is checkpointing, as shown in Figure 3(d).
This scenario clones a long-running Java application periodically
and uses the clones for dumping snapshots or for checking the in-
ternal consistency. A similar idea was reported for C as Libckpt
[36]. In this scenario, the dumping or checking can be done com-
pletely in the cloned environment without stopping the original ap-
plication. In addition, the cloned snapshot can also be used as a
hot-standby image to quickly take over the application if the mas-
ter crashes.

2.2 Programming Model

As shown in the above scenarios, in the cloning execution model,
the master environment is started in advance. The cloning is initi-
ated when the master environment invokes a method for cloning at
a cloning point, after the necessary initialization is finished.

Table 1 summarizes our API for cloning. Since the primary
purpose of cloning is to create isolated Java environments, we
defined the cloning API by extending the Isolate API designed in
JSR 121 [26]. The cloneMe method added to the Isolate class
is the key function for the cloning, and creates a new process by
copying the current Java environment.

Figure 4 shows an example of a simple clone-aware Java pro-
gram using this API, implementing the transaction-isolation sce-
nario explained above. The vertical bars indicate the portion added
for cloning. After the master finished the long initialization, it reads
a request at line 9, and creates a clone of the initialized environ-
ment by calling the cloneMe method at line 12. The master and
cloned environments are essentially the same, but different values
are returned by the cloneMe method. The value null is returned
to the clone, while an object of the Isolate class is returned to the
master in order to allow the master to control the clone. Therefore,
by checking the returned value, a program can distinguish between
the environments in which the program is running and change the
processing after the cloning. In this example, the master starts the
clone at line 14, and the clone processes the request at line 17.
Since the initialization has already been done, the requested opera-
tion is started immediately in the clone dedicated to it. The master
can wait for the termination of the clone by invoking the waitFor
method, shown as a comment at line 15. However, in this exam-
ple, it just moves to the next iteration for reading the next request.
There is no problem even if the variable req is modified while the
previous request is being processed, since it was already copied to
another process.



import javax.isolate.x;

class CloneAwareServer {

1

2

3

4 :

5 public static void main(String[] args) {
6 initializeServer(); //Long initialization
7

8 while (true) {

9 req = readARequest();
10

11 // Create a clone for processing the request

12 Isolate clone = Isolate.cloneMe();//cloning point
13 if (clone != null) { //Master

//Master loop
// read a request

14 clone.start(); // start the cloned JVM
15 //clone.waitFor(); // then wait, if necessary
16 } else { //Clone
17 processARequest (req) ;// process the request
| 18 System.exit(0); // then exit
| 19 }
20 } // while (true)
21}
22 }

Figure 4. Simple clone-aware Java program, based on the
transaction-isolation scenario.

By the time the master environment reaches the cloning point,
the JVM has initialized many of the states based on the command-
line parameters and property files. Likewise, the middleware and
the application have also initialized their states based on various
configuration files. We assume that the clone basically inherits and
uses these states as they exist. However, for some scenarios, it may
be necessary to reconfigure some states, such as network connec-
tions, in the cloned environment. Each clone-aware application is
responsible for such reconfiguration, but the cloning API includes a
function to assist it. The application can extend the CloneAction
abstract class and register its instance with an object that should
be reconfigured through the addCloneAction method. The per-
form method of the class will then be called back before or after
the cloning in the master or cloned environment, as specified by
the when parameter. What should be reconfigured depends on each
application and scenario. If the application already supports some
kind of reconfiguration, for example through the OSGi framework
[34] or Java Management Extensions [24], we can utilize those
functions for our purposes.

Since our cloning API is based on the concept of Isolates, we
can also use the standard inter-Isolate communication mechanisms
defined in JSR 121 [26], such as Link and IsolateStatus, to
control the cloned environment.

2.3 Design Issues

As shown above, various new isolation scenarios become possible
using the cloning abstraction, since it can remove almost all of
the startup overhead. Next, we discuss several design issues of the
cloning functions.

The first, fundamental issue is how to isolate the cloned Java
environment. We chose to create a new OS process for each Java
environment, which is the most preferred and proven approach for
isolation. It might be possible to run multiple Java environments in
a single OS process [20]. This approach is suitable for reducing
memory consumption, but controlling the resource consumption
for each environment is very difficult, which may also degrade
the execution performance. In addition, failure in one environment
such as an Out0OfMemoryError may affect other environments.

The second issue is how to control the cloning. As explained
in the previous section, we chose an approach to modify each
application to be clone-aware, by exposing the necessary cloning

APIL. Another approach might be to control the cloning outside
of the target application, which is very attractive since it could
minimize modifications of the application. However, it is usually
difficult to determine the cloning point, where the application is
initialized and ready for cloning, from outside of the application.
Moreover, each application needs to be modified anyway, because
only the application knows what must be reconfigured after the
cloning.

The third issue is where to implement the cloning function.
We chose the JVM layer as a primary module to implement the
functions, because (i) all activities of Java applications pass through
the JVM layer, and (ii) the internal structure of the JVM can be
easily adjusted to be suitable for cloning. It might be possible to
modify the operating system rather than the JVM, but the execution
performance might suffer because such OS-level functions would
need to be more generic to support arbitrary processes other than
just a JVM. In addition, distributing a modified OS is more difficult
and potentially less reliable than distributing a modified JVM, even
though kernel extension techniques can be used. Therefore, in our
implementation, the underlying operating system was not modified
at all.

Another possible approach is to use the emerging hypervisor
technologies [15, 17]. This approach makes it possible to clone
arbitrary applications, but introduces performance degradation and
additional overhead of copying the full image of the guest OS.
In addition, the concept of cloning is not exactly same as the
dump/restore or migration supported by hypervisors. In cloning,
multiple execution environments run in parallel as shown in Fig-
ure 3, which introduces the necessity of reconfiguration. This
means that, even in hypervisor-based cloning, applications need
to be modified since only they know what should be reconfigured.

3. The Cloneable JVM

The cloneMe method described in Section 2.2 is the key function
for the cloning provided by the modified JVM, called the Clone-
able JVM?. In this section, we describe the details of the JVM-
level modifications for implementing the cloning, which consists of
(1) copying the memory image and (2) regenerating OS resources.

3.1 Copying the Memory Image

The first cloning step in the JVM layer is to create a new process
by copying the memory image of the master environment. Each
memory region must be copied to the same address of the new pro-
cess to avoid pointer relocation. In addition to JVM data structures
such as classes, this step also copies the initialized Java heap image,
threads’ execution stacks, and DLL code and data, so no initializa-
tion will be needed in the cloned environment.

On Unix-style operating systems, the fork system call can
be used for this step. In recent systems, the memory copy for
fork is performed virtually by using copy-on-write [38], where
the memory pages are shared as read-only between the master and
the newly created processes until modified. Therefore, the process
can be created significantly faster because the contents of memory
pages need not actually be copied. The actual data copying will
occur incrementally on a memory page basis when one of the
processes tries to write into the read-only page.

Even on an operating system that does not support fork, the
memory copy step can be implemented using a memory allocation
interface while explicitly specifying the logical addresses, such as

2The word Cloneable is already used in Java to indicate a class whose
object can be duplicated by clone method. We adopt this word in the
meaning that the JVM itself can be duplicated. Actually it is a misspelling
of “clonable”, but we use the same misspelling to maintain consistency in
Java.
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VirtualAlloc in Windows. This is because our target is not an
arbitrary program but just a Java execution environment, and we
can modify the JVM code to record all of the allocated addresses.
While a cloned environment is created, the new process allocates
the memory regions explicitly at the recorded addresses and copies
the contents from the master environment.

3.2 Regenerating OS Resources

With the memory copy step explained above, most of the internal
states of the Java execution environment are copied, such as the
Java heap and class structures. However, this is not enough for the
new process to run as a new Java environment. It is necessary to
bring the copied memory image to life by reproducing states inside
the OS kernel. Examples of such states are the register contexts
of the threads, the internal states of any mutexes, and the internal
file management structures. These are usually first class resources
provided by the operating system, so we call them OS resources
here.

Regeneration of these OS resources in the new environment is
the second cloning step in the JVM layer, where two issues must
be solved. The first issue is that the states of the OS resources exist
inside the OS kernel and may not be represented in the memory
image of a process. The memory image usually contains just han-
dles (or descriptors) to control the OS resources. The second issue
is that even if OS resources are regenerated in the cloned environ-
ment, the values of their handles may be different from those in the
master environment.

To implement the OS resource regeneration while solving these
problems, we modified the JVM code to centrally manage all OS
resources through resource management tables, as shown in Fig-
ure 5. In Java, OS resources are not directly accessed from an ap-
plication but are accessed through the JVM. Therefore, the cloning
mechanism can control all of the OS resources used in the Java
execution environment through these tables. If a Java application
uses its own non-Java native code through the Java Native Interface
[31] and the code directly uses some OS resource, the application
may not be correctly cloned since that resource is not managed by
the Cloneable JVM. This problem does not occur for “100% Pure
Java” applications.

An entry of the resource management table corresponds to an
OS resource and consists of two fields, reference and regen-
info. The reference field contains a handle for the OS resource.
The JVM code is modified to access the OS resources indirectly
through the tables. Only the table entry contains the actual handle,
while other data structures in the JVM are modified to point to the
table entry. The other field, regeninfo, is used to store informa-
tion necessary for regenerating the OS resource. In the new envi-
ronment, the Cloneable JVM regenerates the OS resources using
the information in the fields, which are copied by the memory copy
step, and stores the new handles into the corresponding reference
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fields. Since handles are used only in the reference fields, it does
not cause any problem even if their values are different from those
in the master environment.

There are two methods to store information into the regen-
info field. First, we use the dump-method for OS resources whose
internal states can be retrieved from a user-mode program, which is
a JVM in our situation. For such resources, their states are retrieved
and dumped into the regeninfo field just before copying the
memory image. Unfortunately, for some OS resources, we cannot
retrieve their internal states. For such resources, we use the log-
method, where operations on the resources in the JVM are hooked
and logged into the regeninfo field. The logging overhead is
small compared to that of system calls to control the OS resource.

3.3 Implementation Details on Linux

By using these memory copy and OS resource regeneration tech-
niques as explained above, we can create a new Java execution
environment as a clone of the master Java environment. Figure 6
summarizes the general cloning steps in the JVM layer, where Re-
source A is regenerated by the dump-method and Resource B is
regenerated by the log-method.

We developed the Cloneable JVM by modifying the IBM J9
Java virtual machine [19] for Linux. The memory copy is per-
formed by fork, and the threads and file management structures
are regenerated in the new environment. In Linux, the fork system
call copies other OS resources used in the JVM such as the mu-
texes, so it was not necessary to explicitly regenerate them in the
prototype.

Figure 7 shows the actual flow of cloning in the prototype.
When the application requests cloning by calling the Isolate.-
cloneMe method, the Cloneable JVM first sets a global cloning flag
which indicates that cloning is underway. To lock up the memory
image that should be copied, all running threads other than the
thread that requested the cloning, called the initiator thread here,
are suspended (M1). During the suspension process, each thread
executes the set jmp function to dump its register context into the
corresponding regeninfo field, and waits for a resume message
from the initiator thread (M1a).

The J9 JVM already has a mechanism to cooperatively suspend
threads at a GC-safe point for a stop-the-world type of garbage col-
lection, and we used this mechanism for the suspension. However,
a thread blocking at a system call such as accept is not suspended
by this mechanism since such a thread is marked as GC-safe before
issuing the system call and need not be suspended for GC. For the
cloning, such threads must also be suspended to dump their con-
texts. Therefore, in the current implementation, we specify a time-
out for the blocking system calls in order to periodically check the
cloning flag. Currently, the timeout is set to 1 second, so the cloning
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time may be extended to several seconds in the worst case. For us-
age scenarios that require significantly fast cloning (of less than
1 second), an alternative implementation may need to be pursued,
for example, to force the blocking thread’s suspension by a signal
or interrupt. In addition, the JVM creates several helper threads,
which are not bound to Java threads, to help with GC or JIT com-
pilation. These must also be suspended, so we modified the JVM
code for each helper thread to check the cloning flag for suspension.

When all threads are suspended and their contexts have been
dumped, the initiator thread prepares information for regenerating
the file management structures in the new environment. The Clone-
able JVM regenerates this OS resource by reopening each file and
setting its seek pointer. Here, the seek pointer value of each file is
retrieved by the 1seek system call and stored into the correspond-
ing regeninfo field using the dump-method (M2). For the file
name and the access flag, we modified the JVM code to record the
information into the regeninfo field using the log-method when
each file is opened.

After these dump processing steps are finished, the initiator
thread creates a new process by using the fork system call (M3).
After the process creation, the master’s initiator thread turns off the
cloning flag and sends a resume message to each thread (M4) to
restart the execution of all of the threads (M4a). An object of class
Isolate to control the cloned environment is created and returned
to the application (M5).

In the new process created by the fork, only the initiator thread
is running, so it first regenerates the other threads (C1). The threads
are created one-by-one and execute the longjmp function to read
the register context dumped in the regeninfo field (Cla). This
longjmp forces the thread to return to the point where the set-
jmp was executed. There each thread waits for a resume message
from the initiator thread. Note that the stack area of the regenerated

thread is also switched into the copied memory area by executing
the longjmp because the stack pointer register is also replaced.

File descriptors, which are the handles used to access files, have
been automatically copied to the new process by the fork. How-
ever, each file management structure in the OS kernel represented
by a file descriptor is now shared between the master and new en-
vironments. To avoid interference, the initiator thread in the new
environment regenerates the file management structures (C2). This
regeneration is done for regular files opened as read-only, by re-
opening each file and setting its seek pointer using 1seek with the
information dumped in the regeninfo field. File descriptors which
represent writable files or connected sockets are closed in the new
environment. Clone-aware applications are responsible for recon-
figuring these resources appropriately in the cloned environment.

After all of the threads and file management structures are
regenerated, the initiator thread in the cloned environment waits for
a start request from the master environment (C3), which will be sent
when the master invokes the start method for the returned Iso-
late object. On receiving that request, the initiator thread turns off
the cloning flag and sends a resume message to each thread (C4).
In the new environment, the cloneMe method returns null to the
application that requested the cloning (C5).

These are all of the cloning steps that we have implemented in
the Cloneable JVM. A new Java process which has fully-initialized
states has been created, and starts running independently. This
implementation added about 5,000 lines® to the JVM and class
libraries, which is very small compared to their total code size.

In the implementation of the Cloneable JVM for Linux shown
here, the memory copy is performed virtually by using copy-on-
write. Therefore, pages that are not modified after cloning by either
of the two environments remain shared as read-only, which can
reduce the overhead of actual memory copy and the system-wide
memory consumption. The J9 JVM manages the class data struc-
ture by dividing it into read-only portions and writable portions,
and the read-only portions can remain shared after the cloning.

If objects are moved by garbage collection, it causes additional
page separations by the copy-on-write. Since the copying-type GC
would cause immediate page separations, a traditional single heap
mark-and-sweep GC [27] was chosen for the Cloneable JVM. Al-
though not performed automatically in the cloning step, it is also
possible for each application to explicitly execute GC before the
cloning, to tidy up the Java heap area.

4. Clone-Aware Java Applications

By using the cloning API provided by the Cloneable JVM, a Java
application can create its clone almost instantly. However, since it
differs for each application and scenario how the cloning is used
and when the clone should be created, the application should be
slightly modified to be clone-aware, as explained in Section 2.2.

At present, we have already developed clone-aware prototypes
of several real Java applications. This section describes the usage
of cloning and the modifications in each application.

4.1 Clone-Aware HTTP Server

For the first experiment in cloning a real application, we chose
the Jigsaw HTTP server [49], an HTTP server written in Java,
developed and distributed by the World Wide Web Consortium
(W3C). We modified Jigsaw Version 2.2.4 and implemented a
failure-recovery scenario using cloning.

In the clone-aware Jigsaw, a clone is created at the point where
the initialization of creating objects and worker threads has finished
and just before starting the actual HTTP service. After cloning, the

3 This number does not include the changes we made separately to add the
Isolate API to the JVM, which was about 4,000 lines.



200
180 (| —e #Threads=500 P
160 -#— #Threads=200 /
140 —— #Threads=1
120

100 //'/
30

60 / /'/:/(
40 A

e

0 200 400 600 800 1000
Heap size actually used (MB)

Time for cloning (msec)

200
-1
180 '
- 160 —+— Used heap=1000MB [
2 140 -8 Used heap=500MB | |
£ —— Used heap=0MB
g" 120 ///
S 100
2 80
2 60
g .
= 40 /
20 /
0 .
0 100 200 300 400 500

Number of threads

Figure 8. The time required to clone with various heap sizes actu-
ally used.

clone continues to perform the HTTP service, while the master
waits for the termination of the clone. If the clone terminates
abnormally, for example due to some erroneous servlet, the master
detects it and creates another clone to recover the HTTP service
immediately. This is possible because the master is isolated from
the clone and not affected by its abnormal termination.

Less than 100 lines were changed for the clone-aware modifica-
tion, which is very small compared to the approximately 160,000
lines of the original Jigsaw.

4.2 Clone-Aware XML Parser Generator

The next experiment was done with an XML parser generator,
which is a Java program that reads an XML Schema [50] and
generates the corresponding XML parser for validating XML data.
The version we used has about 90,000 lines of Java code and
requires a considerable amount of time to initialize the internal
states before compiling the specified XML Schema files.

In the clone-aware XML parser generator, after the initialization
is finished, a clone is created to compile each XML Schema file. For
each input file, the compilation is started immediately by a cloned
generator that has no need to be re-initialized. Fewer than 200 lines
were modified to make this application clone-aware.

Here, cloning provides a powerful mechanism to allow all of
the clones to run in parallel even if the original Java program is not
reentrant, since each clone is an independent Java environment that
shares no global data. This is considered to be a variation of the
transaction-isolation scenario shown in Section 2.

4.3 Clone-Aware Application Server

Although these first two clone-aware applications clearly illustrate
the feasibility of cloning, their startup times were relatively triv-
ial even without cloning. To demonstrate a noticeable reduction in
startup time, a larger scale Java program should be cloned. There-
fore, we modified IBM’s WebSphere Application Server (WAS)
[22] Version 5.1.1 to be clone-aware, based on the user-isolation
scenario explained in Section 2.1. As explained in Section 1, WAS
5.1.1 takes several minutes to start up in actual configurations, so it
had not been realistic to start a new server for each user who wants
to be isolated.

In our prototype of the clone-aware WAS, after all of the WAS
components and installed EJB applications are initialized, a special
thread is created to receive a cloning request. When the cloning
request is sent from a user, the thread executes the cloneMe
method and a new WAS environment is created by cloning. The
cloned WAS first reconfigures all of the network ports to have non-
conflicting port numbers, then starts operating as an application

Figure 9. The time required to clone with various numbers of
threads.

server dedicated to the user. It is also possible to create multiple
WAS clones by sending the cloning request repeatedly.

The clone-aware WAS was created by adding about 900 lines.
With these changes, we succeeded in cloning the WAS with un-
modified EJB applications, which will be described and evaluated
in Section 5.3.

5. Evaluation

Using the Cloneable JVM and the clone-aware applications de-
scribed in the previous sections, we measured the performance of
cloning from various viewpoints. All of the measurements were
done on a 3.06 GHz dual Xeon PC with 4 GB of memory, running
the Red Hat Enterprise Linux 3 AS operating system. The Java heap
size was set to 1,024 MB.

5.1 Micro-Benchmarks

First, the performance of cloning at the JVM level was evaluated.
The time taken to create a clone by calling cloneMe was measured
for various JVM internal states. It turned out that the cloning time
is mainly affected by the size of allocated Java heap area and by the
number of Java threads.

Figure 8 shows the time required to clone when the total size
of objects created by the test program was changed from 0 MB to
1,000 MB. The cases of 1 thread, 200 threads, and 500 threads
are shown. The graphs are almost linear, with the cloning time
increasing about 13.6 ms for every 100 MB of heap space that was
used. For example, it took about 143 ms for a 1,000 MB heap with
1 thread. This is because the memory copy cost is increased for the
larger heap sizes. In our prototype on Linux, the memory copy is
performed using copy-on-write and the contents of the heap are not
actually copied at the time of cloning. Only the page management
structures need to be prepared to share the contents as read-only.
Therefore, the cloning cost is quite small even for the larger heap
sizes.

The fast memory copy by copy-on-write may not be available
for other operating systems. For such environments, the memory
contents must actually be copied during the first step of cloning.
To estimate the cost of such cloning with copying, the speed of
memory copy was measured. It took about 111 ms to copy 100 MB
of page-aligned data using the memcpy library function in the same
Linux environment. Because this value would add up, the cloning
cost is estimated to be 125 ms for every 100 MB of heap, which
is about 10 times slower than when copy-on-write is used. Based
on this, it is expected that cloning a very large application without
using copy-on-write should take about 1 to 2 seconds. Whether
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Figure 10. pBOB scores in original and cloned environments.

this is acceptable or not depends on the specific scenario using the
cloning, but it is still much faster than starting the application from
scratch.

Another factor that affects the cloning time is the number of
threads. Figure 9 shows the time required to clone when the number
of Java threads was increased from 1 to 500. The cases where the
total size of the created objects is 0 MB, 500 MB, and 1,000 MB
are shown. The cloning time increased about 0.9 ms for every
10 threads, reaching 50 ms with 500 threads even if no objects
are allocated by the test program. This is due to the costs for
suspending, regenerating, and resuming the increasing numbers of
threads. Although the impact of the number of threads is not so
large compared to the allocated heap size, it should be taken into
account for applications that create many worker threads.

5.2 Execution Performance

Next, the execution performance of the Cloneable JVM was mea-
sured. For the measurement, we used a benchmark program called
pBOB (Portable Business Object Benchmark) [6], which consists
of about 30,000 lines of Java. The pBOB is a multithreaded busi-
ness transaction benchmark used to measure the performance of
Java execution environments. Scalability can also be measured by
changing the number of emulated warehouses. In the normal con-
figuration, after the benchmark environment is initialized, 30 sec-
onds of ramp-up execution is performed, and then the actual bench-
mark is executed for 2 minutes. The ramp-up is done to stabilize the
execution environment, and the major methods for the benchmark
are JIT-compiled during this phase.

We modified the benchmark to create a clone just before the
actual measurement is started after the initialization and the ramp-
up execution are completed. Since a log file is opened during the
initialization phase, we added reconfiguration code for the cloned
environment to open a new log file and to copy the contents of the
original log file. Although the master and clone can run simulta-
neously, that makes the benchmark score meaningless. Therefore
in the clone-aware pBOB, the clone first executes the benchmark,
while the master waits for the termination of the clone. The total
changes needed to make it clone-aware were about 200 lines.

Using the pBOB benchmark, the scores on the original unmodi-
fied JVM and those on the cloned JVM were measured. The bench-
mark was performed separately for each of 1 to 8 warehouses. Fig-
ure 10 shows the results. The score on the cloned JVM was 1 to 3%
worse than the original JVM. The reason is believed to be the over-
head for making the JVM cloneable, such as using the resource
management tables. Another possible reason is the overhead for
separating pages by copy-on-write during the benchmark. Anyway,
the performance degradation is very small compared to the slow-

Figure 11. Copy-on-write activities in the cloned pBOB.

downs from other approaches such as modifying the JIT compiler
to generate sharable code or executing the JVM and OS on a hy-
pervisor.

Figure 11 shows the page separation activity caused by the
copy-on-write during the pBOB benchmark on the cloned JVM.
This measurement was done for the case of 1 warehouse with the
heap size specified as 256 MB because of the limitations of the
evaluation system. The x-axis is the elapsed time from the clone-
Me call, and the y-axis shows the cumulative number of separated
pages.

The cloning was completed at 47 ms, and the benchmark mea-
surement started. The pBOB benchmark continuously creates ob-
jects during its execution. Therefore, most of the 256 MB heap
area, which is 65,536 pages, were written to and therefore actually
copied in the first 7 seconds of the measurement period. However,
this is much slower than copying the whole heap at once. Because
copying the 256 MB of memory takes only 280 ms, it can be said
that the page separation occurred gradually during the benchmark
execution. We can say that the copy-on-write is functioning effec-
tively for the initial goal of providing a new ready-to-serve Java
environment more quickly.

Another interesting point in Figure 11 is in the period from 5.78
to 5.85 seconds, where garbage collection was performed. This was
the first GC after the clone was created, so the number of separated
pages increased because the GC work area was modified. However,
excessive page separation did not occur, because the mark-and-
sweep GC does not move the live objects.

For the pBOB measurements, almost all of the heap area was
separated eventually because pBOB creates many objects after
cloning. However, we believe that most pages will remain shared
for an application in which most objects are created during the
initialization phase and most of them are read-only, or in scenar-
ios where the operations of the cloned environment are finished
quickly, as expected in the transaction-isolation scenario shown in
Section 2.

5.3 Startup Time Reduction

The main objective of cloning is to create isolated ready-to-serve
Java environments instantly. Therefore, the startup times were mea-
sured for the clone-aware applications described in Section 4 and
the clone-aware pBOB used in Section 5.2. Here, the startup is de-
fined as the period until the application becomes ready-to-serve.
Figure 12 summarizes the reduction of startup time by cloning.
For each application, the left bar shows the original startup time
when started from scratch, and the right bar shows the time nec-
essary to create a clone with the application-level reconfiguration.
The original startup times of pBOB* and WAS were affected by
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Figure 12. Improvement in the startup time by cloning.

their configurations, so two cases are shown for each of these two
applications. For WAS, more detailed results will be shown later.

The number beside each arrow in the graph shows the ratio
of startup improvement. By using cloning, a new ready-to-serve
environment could be created from 4 to 170 times faster than the
original startup. As shown in Section 5.1, the JVM-level cloning
time mainly depends on the allocated heap size and the number of
threads. The XML parser generator could be cloned significantly
faster, in 9 ms, because its allocated heap size is not very large
and no extra threads exist at the cloning point. Jigsaw needed more
time for cloning, about 15 ms, because about 60 worker threads are
running at the cloning point. The reason for pPBOB’s longer cloning
time is the large heap size. In addition, pBOB took about 9 ms for
reconfiguration, in which the log file was separated.

For WAS, the cloning took a longer time because some threads
are blocking within the accept system call at the cloning point. In
the current Cloneable JVM implementation, a timeout mechanism
is used to suspend such blocking threads, which made the cloning
slower. Although this part has room for improvement, the startup
time of the cloned WAS was already 4 to 14 times faster than that
of the original WAS.

Next, we performed a more detailed evaluation of the clone-
aware WAS by installing an EJB application for a stress test on
it. This application uses many session beans, whose number can
be specified at deployment time. When many beans are installed,
the startup of WAS becomes slower in order to create, initialize,
and start them. While changing the number of installed beans, we
measured the original startup time of WAS and the time for cloning
this initialized WAS environment. For these measurements, the EJB
application was not modified at all. Only the JVM and WAS were
modified for cloning as already described in Sections 3.3 and 4.3.

The results are shown in Figure 13. The original startup time
of WAS became slower in proportion to the number of installed
beans. It took about 70 seconds when 500 beans were installed. In
contrast, the clone of the initialized WAS could be created in almost
constant time, just 4 to 5 seconds, without being noticeably affected
by the number of installed beans. This result includes the time for
reconfiguring the network ports in the clones, so the cloned WAS
environment can start operations immediately at that point.

To summarize the results in this section, the cloning approach
can create an isolated ready-to-serve environment 4 to 170 times
faster than starting the application from scratch, without degrading
the execution performance. This is very promising for the new
isolation scenarios based on cloning, as discussed in Section 2.1.

4For pBOB, the original startup time means the time for finishing the
initialization, and does not include the 30 seconds ramp-up time.

Figure 13. Startup times of WAS with a stress-test application.

6. Related Work

This section will introduce related work from several viewpoints,
and compare that work with the cloning approach.

6.1 Application Isolation

Java is designed to execute a single application although it sup-
ports parallel processing primitives such as threads. If multiple ap-
plications are forced to run in a single Java execution environment,
unexpected results may occur, because static variables and the res-
olution status of classes are globally shared. In addition, since there
is no way to protect data, an application may be affected by errors
in other applications. Therefore, some mechanism to provide an
isolated Java environment for each application is desired.

The Java Community Process defined an API to create and
manage logically isolated Java environments, named Isolates, in
JSR 121 [26]. Although it is not defined how to implement the Iso-
late API, its execution model states that an application is started
from its entry point on a new Isolate, even if it is the same appli-
cation currently running. Therefore, the startup overhead cannot be
eliminated completely. However, since it also defines various useful
inter-Isolate communication mechanisms such as Link and Iso-
lateStatus, we defined the cloning API by adding some func-
tions to the Isolate API as described in Section 2.2.

Smits [41] is proposing an approach to keep user states for
its middleware outside the JVM using a technique called Shared
Closures, then dispatching them to VM Containers that can be
started very quickly. The approach is very interesting, but it seems
that the mechanism is currently dedicated to and tightly coupled
with SAP’s Advanced Business Application Programming Server.

6.2 Data Sharing Among JVMs

As briefly mentioned in Section 1, if sharable parts of the JVM’s
internal data structures are separated and reused, a new Java envi-
ronment can be created more quickly. Czajkowski et al. proposed
various methods for such data sharing [10, 11, 12, 20]. KaffeOS [4]
and Janos [46] proposed an architecture to run multiple processes
on a Java environment. Among production Java execution environ-
ments, Apple’s Java Shared Archive [3], Sun’s Class Data Sharing
[44], and IBM’s Shared Classes [9] make it possible to share class
data structures among multiple Java processes.

With these data sharing mechanisms, application startup can be
accelerated to some extent because the shared data structures need
not be constructed again after the first creation of a JVM. However,
in all of these implementations, each Java application is started
from its entry point in the new environment. Therefore, the startup
overhead cannot be removed completely, as shown in Figure 1,



unlike in cloning. However, it is worth incorporating these sharing
techniques in the Cloneable JVM to further reduce the memory
consumption.

IBM’s Persistent Reusable JVM [21] for z/OS can also create
multiple Java environments in a single address space while sharing
the class data structures and JIT-compiled code blocks [14]. It also
supports a unique mechanism for reusing the Java environment
and middleware by resetting the middleware after an application
finishes [7]. This idea resembles the cloning approach in that the
initialized environment is reused. However, the environment can
only be used serially, and the middleware must be extensively
modified to be resettable.

Adding orthogonal persistence to Java [25, 28] allows some of
the cloning scenarios such as checkpointing. In addition to its nar-
rower applicability than the Cloneable JVM, the approach requires
a programmer to decide which part of the Java heap should be made
persistent, which may not necessarily be trivial.

6.3 Startup Acceleration

Both the data sharing shown above and our cloning are approaches
to eliminate the startup overhead by reusing already-initialized (or
constructed) data in subsequent Java environments. On the other
hand, there is another type of approach, to accelerate or reduce the
time-consuming steps in the startup by modifying the JVM.

Multi-level JIT compilation [19, 43] is a typical example of this
approach, in which every method is first executed by an interpreter
or by being compiled quickly with a low optimization level. Since
many methods executed during the startup are used only for initial-
ization and not executed repeatedly, startup time is accelerated by
reducing the overhead of the JIT compilation for those methods.

The ahead-of-time (AOT) compilation [40] uses the JIT com-
piler as a static compiler. Though the generated code may not be as
highly-optimized, it would be “good-enough” and fully compliant
to the Java specification. The J9 JVM also supports the AOT. Orig-
inally, it is used in small devices to reduce footprint by eliminating
the JIT compiler. More recently, it is used in WebSphere Real Time
[23] to eliminate non-deterministic behaviors due to the JIT.

Class loading and verification are also time-consuming steps
during the startup. By performing these steps in advance and con-
verting the class files to some internal format, startup overhead can
be reduced [30].

However, even if these techniques are used, the startups of large
Java applications are still very slow compared to native applica-
tions. This is because there remains a lot of overhead such as class
initialization and object creation, as explained in Section 1.

6.4 Freezing and Migration

There is a technique to dump, or freeze, an initialized application
image in advance and start the application faster by loading the
image. For example, the GNU Emacs editor [16] dumps the Lisp
heap after the initialization of Emacs Lisp, and uses the image
for ordinary startup. In Smalltalk [29], it is possible to create a
snapshot of the environment, which can be used for future restarts.
The hibernation of Windows and the snapshot function of VMware
[47] are considered to be approaches towards applying the dump
technique to the whole system image. In the world of Java, the
Jikes RVM [1] uses the dump mechanism to create a bootstrap
image, which contains the minimum set to start the virtual machine.
However, it is limited to the bootstrap image, and cannot dump an
arbitrary JVM image with its application.

As a related project, application migration is emerging as a
new research area [8, 33, 35], where an application can be mi-
grated to another environment by using virtualization techniques
[5, 37, 39, 42]. Compared to these approaches, our cloning ap-
proach targets creating multiple isolated environments rather than
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suspending and resuming a single application instance. Both the
master and clones can coexist and run in the system. For this pur-
pose, we explicitly exposed the cloning API to the applications, to
assist in the reconfiguration necessary to run multiple application
instances.

The Potemkin virtual honeyfarm system in UCSD [48] utilizes
a hypervisor to quickly start multiple honeypot environments by
flash cloning, where copy-on-write is also used to reduce the cost
of cloning. It might be possible to use a hypervisor for cloning
Java applications, but we chose to implement the function in the
JVM layer, as discussed in Section 2.3. Through this approach, we
could minimize the execution overhead, as measured in Section 5.2.
Recently, JVMs become runnable directly on hypervisors [2, 13].
Comparing them with our Cloneable JVM is one of the future work.

7. Conclusion

This paper described the proposal, implementation, and evaluation
of a cloning execution model, which is an idea to start a new Java
application faster by copying an initialized running Java environ-
ment. Since the cloned environment runs as a separate process, it is
possible to create an isolated Java application almost instantly.

We developed the Cloneable JVM by modifying the IBM J9
JVM for Linux to add functions for memory copy and OS resource
regeneration. In this version, JVM-level cloning can be performed
in less than 200 ms.

The Cloneable JVM provides a new API for cloning, which
is constructed on the Isolate API. Using this cloning API, we
have modified several real Java applications to be clone-aware,
according to various cloning scenarios such as user or transaction
isolation and failure recovery.

Measurements using the Cloneable JVM and clone-aware ap-
plications showed that the time required to create a new application
environment by cloning was 4 to 170 times faster than the time re-
quired to start the application from scratch. With cloning, the new
environment became ready-to-serve in less than 5 seconds for all of
the tested cases. In addition, the execution on the Cloneable JVM
was only 1 to 3% slower than on the original JVM.

The primary contributions of this paper are: the proposal of a
cloning abstraction in Java along with an API, the scenarios using
cloning, and the actual implementation and evaluation of the Clone-
able JVM. We believe this is the first successful demonstration of
cloning the entire Java environment for isolation enablement.
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