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A B S T R A C T

The Young/Daly formula provides an approximation of the optimal checkpointing period for a parallel
application executing on a supercomputing platform. It was originally designed to handle fail-stop errors for
preemptible tightly-coupled applications, but has been extended to other application and resilience frameworks.
We provide some background and survey various scenarios to assess the usefulness and limitations of the
formula, both for preemptible applications and workflow applications represented as a graph of tasks. We
also discuss scenarios with uncertainties, and extend the study to silent errors. We exhibit cases where the
optimal period is of a different order than that dictated by the Young/Daly formula, and finally we explain
how checkpointing can be further combined with replication.
1. Introduction

Checkpointing is the standard technique to protect applications
running on HPC (High-Performance Computing) platforms. Every day,
an HPC platform could experience a few fail-stop errors (or failures;
we use both terms indifferently). After each failure, the application
executing on the faulty processor (and likely on many other processors
for a large parallel application) is interrupted and must be restarted.
Without checkpointing, all the work executed for the application is lost.
With checkpointing, the execution can resume from the last checkpoint,
after some downtime (enroll a spare to replace the faulty processor) and
a recovery (read the checkpoint).

There are too many HPC applications or even application types
that rely on checkpointing to list them all in this survey. However,
in order to give a few illustrative examples, we refer the interested
reader to [1,2] for an in-depth description of some characteristic com-
putational science workloads from the USA Department of Energy
National Laboratories – namely LANL, SNL, LLNL – or academia — in
particular the NERSC. These applications cover a large spectrum of do-
mains, spanning from large-scale scientific simulations to data-intensive
workflows. These are further divided into large-scale Uncertainty Quan-
tification (UQ) and High Throughput Computing (HTC). Most of them
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(11 applications over 16, representing 97% of the overall workload
of these laboratories) rely on some form of checkpointing, either for
fault tolerance and/or for archiving and time-sharing of the platforms.
S3D is an example of a complex simulation software that uses periodic
checkpointing at scale to implement fault tolerance [3].

In a more industrial setup, checkpoints are used in the context of
training deep learning recommendation models by Facebook (see [4])
to tolerate failures but also to improve the prediction accuracy with
continuous learning.

Recently, application-level checkpointing has gained significant
traction by combining the idea with compression to decrease the
checkpoint size while maintaining a high level of accuracy. For in-
stance, [5] goes in details over a set of scientific computational ap-
plications that rely on such a method.

Most High-Performance Computing applications rely on libraries
like SCR [6], FTI [7], or VeloC [8] to implement their application-
level checkpointing. In [9], three scientific applications from the Exas-
cale Computing Project (HACC [10], LatticeQCD [11], EXAALT [12])
are identified as relying on VeloC to implement their checkpointing
capabilities.
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Fig. 1. Trade-off for the optimal checkpointing period.

There are many varieties of checkpointing techniques and protocols.
But at a fundamental level, they behave similarly when dealing with
failures, and they can be abstracted by the same model. Consider a par-
allel application executing on an HPC platform whose nodes are subject
to fail-stop errors. The fundamental question is how frequently it should
be checkpointed so that its expected execution time is minimized. There
is a well-known trade-off (see Fig. 1): taking too many checkpoints
leads to a high overhead, especially when there are few failures, while
taking too few checkpoints leads to a large re-execution time after
each failure. The optimal checkpointing period is (approximately) given
by the Young/Daly formula as 𝑊𝑌 𝐷 =

√

2𝜇𝐶 [13,14], where 𝜇 is
the application MTBF (Mean Time Between Failures) and 𝐶 is the
checkpoint duration (or cost).

This paper provides a survey of the applicability and robustness
of the Young/Daly formula for different application scenarios, and
discusses several checkpointing strategies that go beyond a straight-
forward use of the formula. There are two main frameworks that are
considered in this survey. First, we deal with preemptible applications,
which may be checkpointed at any time. In this context, checkpointing
is a coordinated process and involves all the processors enrolled in the
execution of the application. Then, we focus on task systems, where
applications are composed of a set of atomic tasks, possibly with inter-
dependencies. In this context, checkpoints are task-based and can be
taken only at the end of a task. Only the processors that execute a task
are involved in its checkpoint. The problem is then to decide which
tasks to checkpoint.

This paper builds on a preliminary and much shorter version [15].
We are covering several new topics such as multi-level checkpointing,
checkpointing preemptible applications in practice, checkpoints that
take variable times, silent error detectors, imperfect verifications, cases
where the order of magnitude of the optimal checkpointing period
changes, and the combination of checkpointing with replication.

The paper is organized as follows. We first survey preemptible appli-
cations in Section 2. Then, we deal with task systems in Section 3. We
address questions related to uncertainty in Section 4. Section 5 is de-
voted to silent errors. Section 6 discusses extensions of the Young/Daly
formula, and Section 7 discusses how to combine checkpointing with
replication, in particular when checkpointing alone is not sufficient.
Finally, we conclude with final remarks and some open questions in
Section 8.

2. Preemptible applications

In this section, we deal with parallel applications that can be
checkpointed at any time. In scheduling terminology, the applications
are preemptible.
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2.1. Background

Platform and applications. Consider a large parallel platform with 𝑚
identical nodes (or processors; we use both terms indifferently). These
nodes are subject to fail-stop errors, or failures. A failure interrupts the
execution of the application on this node and provokes the loss of the
data located in its memory.

Consider a parallel application running on 𝑝 ≤ 𝑚 nodes: when one of
these nodes is struck by a failure, the state of the application is lost, and
execution must restart from scratch unless a fault-tolerance mechanism
has been deployed. The classical technique to deal with failures makes
use of a checkpoint-restart mechanism: the state of the application is
periodically checkpointed, i.e., all participating nodes take a checkpoint
simultaneously. This is the standard coordinated checkpointing proto-
col, which is routinely used on large-scale platforms [16], where each
node writes its share of application data to non-volatile (a.k.a. stable)
storage, leading to a checkpoint of duration 𝐶. When a failure occurs,
the platform is unavailable during a downtime 𝐷, which is the time to
enroll a spare processor that will replace the faulty processor [14,17].
Then, all application nodes (including the spare) recover from the
last valid checkpoint in a coordinated manner, reading the checkpoint
file from non-volatile storage (recovery of duration 𝑅). Finally, the
execution is resumed from that point on, rather than starting again from
scratch. Note that failures can strike during checkpoint and recovery,
but not during downtime (otherwise, there are no differences between
downtime and recovery and we can simply include the downtime in
the recovery time). When a failure hits a processor, that processor is
replaced by a spare. This amounts to starting anew with a fresh pro-
cessor. In the terminology of stochastic processes, the faulty processor
is rejuvenated. However, all the other processors are not rejuvenated:
this would be infeasible due to the multitudinous spares that would be
needed.

Failures. We assume that each node experiences failures, whose inter-
arrival times follow Independent and Identically Distributed (IID) ran-
dom variables obeying an arbitrary probability distribution . We only
assume that  is continuous and of finite expectation and variance, a
condition satisfied by all standard distributions. We let 𝜇𝑖𝑛𝑑 denote the
expectation of , also known as the individual processor MTBF. Even if
each node has an MTBF of several years, large-scale parallel platforms
are composed of so many nodes that they will experience several fail-
ures per day [18,19]. Hence, a parallel application using a significant
fraction of the platform will typically experience a failure every few
hours. More precisely, an application executing with 𝑝 processors has
an MTBF 𝜇 = 𝜇𝑖𝑛𝑑

𝑝 : intuitively, the application is struck by failures at
a rate that is 𝑝 times higher than that of each enrolled processor. We
come back to this statement in Section 2.3.

Checkpointing strategies. Given a parallel application whose length is
𝑇𝑏𝑎𝑠𝑒 (base time without checkpoints nor failures), the optimization
problem is to decide when and how often to take a checkpoint to
minimize the expected execution time of the application. The appli-
cation is divided into 𝑁𝑐 segments of length 𝑊𝑖, 1 ≤ 𝑖 ≤ 𝑁𝑐 , each
followed by a checkpoint of length 𝐶. Of course, ∑𝑁𝑐

𝑖=1 𝑊𝑖 = 𝑇𝑏𝑎𝑠𝑒. We
add a final checkpoint at the end of the last segment, e.g., to write
final outputs to non-volatile storage. Symmetrically, we add an initial
recovery when re-executing the first segment of an application (e.g., to
read inputs from non-volatile storage) if it has been struck by a failure
before completing the first checkpoint. Adding a final checkpoint and
an initial recovery brings symmetry and simplifies formulas, but it
is not at all mandatory: see [20] for an extension relaxing either or
both assumptions. The question is then to determine the number 𝑁𝑐 of
segments and their lengths 𝑊 .
𝑖
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2.2. The Young/Daly formula

We start with an intuitive (but simplified) derivation of the Young/
Daly formula for the optimal checkpointing period. Owing to the
addition of the final checkpoint and the initial recovery, all segments of
the application have the same shape. It is thus natural (by symmetry)
to assume that they have the same length 𝑊 in the optimal solution.
Thus, we assume that checkpoints are taken periodically, after every
𝑊 unit of work. We define the waste as the fraction of time during
which the application is not performing useful computations; check-
point, recovery, downtime, and re-execution do not count as useful
computations. Now, after every 𝑊 unit of work, we spend 𝐶 seconds
to checkpoint, which corresponds to a first source of waste 𝑆1 =

𝐶
𝑊 +𝐶 .

𝑆1 is the failure-free waste. The second source of waste 𝑆2 is due to
failures: each time a failure strikes, which happens every 𝜇 seconds on
average, we lose 𝐷 +𝑅 for downtime and recovery, and then we have
to re-execute some work, namely the work performed since the last
checkpoint (or from the beginning of the execution if none has been
taken yet). On average again, the failure strikes in the middle of the
segment: sometimes before, sometimes after, hence, on average after
𝑊 +𝐶

2 seconds. We obtain 𝑆2 =
1
𝜇 (𝐷+𝑅+ 𝑊 +𝐶

2 ). 𝑆2 is the failure-induced
aste. Altogether, both sources of waste approximately add up, so we
ave to find 𝑊 that minimizes 𝑆1+𝑆2. We further simplify the solution
y assuming that 𝑊 must be an order of magnitude higher than the
ault-tolerance parameters 𝐷,𝐶,𝑅. This is a necessary condition for the
aste to remain reasonably low. This leads to 𝑆1 ≈ 𝐶

𝑊 and 𝑆2 ≈ 𝑊
2𝜇 .

The total waste 𝑆1 + 𝑆2 ≈
𝐶
𝑊 + 𝑊

2𝜇 is minimum for

𝑌 𝐷 =
√

2𝜇𝐶. (1)

his is nothing else than the famous Young/Daly formula! Finally,
ote that 𝑆1 = 𝑆2 for 𝑊𝑌 𝐷, which corroborates the intuition given
n Fig. 1 that both sources of waste, failure-free and failure-induced,
hould be balanced in the optimal solution. See [17] for a more detailed
erivation using the waste argument.

.3. Accuracy of the derivation

Recall that each node experiences failures whose inter-arrival times
ollow IID random variables obeying a probability distribution . When

is Exp(𝜆), i.e., an Exponential distribution of rate 𝜆, the framework is
ell-understood. This is because the inter-arrival times of the failures

hat strike an application with 𝑝 processors are IID random variables
beying an Exponential distribution Exp(𝑝𝜆). This is due to the memo-
yless property of the Exponential distribution: when a failure strikes
ne processor, that processor is rejuvenated, while the remaining 𝑝− 1
rocessors are not. With an arbitrary distribution , the time to the
ext failure would depend upon the history of these 𝑝 − 1 processors:

for each of them, the time to their next failure depends upon when their
last failure struck. This is not the case for an Exponential distribution,
owing to its memoryless property: after a failure on any of the 𝑝 pro-
cessors, the time to the next failure remains the same random variable
Exp(𝜆) for each of them, rejuvenated or not. Therefore, the time to the
next failure for the application obeys an Exp(𝑝𝜆) distribution, as the
minimum of 𝑝 Exp(𝜆) distributions. From the resilience point of view,
the application executes on a single processor of fault rate 𝑝𝜆. Owing to
this observation, one can formally derive that the optimal checkpoint-
ing strategy is periodic, and compute the optimal checkpointing period.
The derivation is a bit technical and the optimal segment length 𝑊𝑜𝑝𝑡
is obtained using the Lambert W function. But comfortingly, a first-
order approximation of 𝑊𝑜𝑝𝑡 is 𝑊𝑌 𝐷, the value given by the Young/Daly
ormula. See [20,21] for details on the derivation.

Now, any continuous distribution  other than Exponential is not
emoryless, and the optimal checkpointing strategy is unknown in that

ase. The bad news is that the most accurate probability distributions

odeling processor failures are LogNormal [22] and Weibull [23–26] 𝑊

317 
instead of Exponential. For instance, LANL failure traces are best fit
by Weibull distributions of different shapes [27]. Weibull distributions
with a shape parameter smaller than one experience infant mortality:
their instantaneous failure rate decreases with time, so that failures
are more frequent at the beginning of the execution than at its end.
For those distributions, it is known that periodic checkpointing is not
optimal. Intuitively, the length of a segment between two consecutive
checkpoints should increase with time, since the instantaneous failure
rate decreases. However, the good news is that the MTBF can still be
defined as the limit:

lim
𝑇→∞

𝑛(𝑇 )
𝑇

=
𝜇𝑖𝑛𝑑
𝑝

,

where 𝑛(𝑇 ) is the expected number of failures striking an application
with 𝑝 processors in the time interval [0, 𝑇 ]. This limit exists for
any regular distribution . A natural heuristic is to use a periodic
checkpointing strategy, with a segment length given by the Young/Daly
formula and using that latter value for the MTBF. It is unknown how
this approach is close to the optimal but it seems good enough in many
scenarios. See [20,21] for an assessment of this heuristic, and for a
comparison with other checkpointing strategies that aim at maximizing
work or efficiency until the next failure.

2.4. Extensions

We now discuss extensions of the Young/Daly formula in several
frameworks.

2.4.1. Overlapping checkpointing and computation
In Section 2.2, we have shown how to derive the optimal check-

pointing period when the objective is to minimize the expected com-
pletion time of the application. We used a simplified model where no
computation could take place while checkpointing. Modern processors
could run several threads in parallel and compute while executing
I/O transfers. A first extension to the framework of Section 2.2 is to
extend the model with a linear slowdown factor 𝛼 ∈ [0, 1], where, say,
𝛼 = 0.5 means that computations progress at half the main speed when
checkpointing. The two extreme values are 𝛼 = 0 when checkpoints
are blocking (no overlap), and 𝛼 = 1 when execution can progress with
no penalty while a checkpoint is taken (full overlap). The Young/Daly
formula becomes 𝑊𝑌 𝐷 =

√

2𝜇(1 − 𝛼)𝐶. Note that 𝛼 = 0 leads to the
riginal Young/Daly formula, while 𝛼 = 1 leads to 𝑊𝑌 𝐷 = 0, which
eans that one should checkpoint all the time if checkpointing is free.
f course, in practical scenarios, we expect 𝛼 < 1. See [17] for more
etails.

.4.2. Checkpointing to minimize energy consumption
Another extension to the framework of Section 2.2 is to target a

ifferent optimization objective: instead of minimizing the (expected)
otal execution time, one would aim at minimizing the (expected) total
nergy consumed to execute the application. This objective is impor-
ant both for economic and environmental reasons. See [27–29] and
he references therein for further details. The optimal period 𝑊𝑒𝑛𝑒𝑟𝑔𝑦
o minimize energy consumption is different from the Young/Daly
ormula mainly because the power spent when computing is not the
ame as the power spent when checkpointing. More precisely, the
ower consumption at each time step of the application relies on three
omponents:

∙  𝐒𝐭𝐚𝐭𝐢𝐜∶ base power consumed when the platform is switched on.
∙ 𝐂𝐚𝐥∶ when the platform is computing, we have to consider the

CPU overhead in addition to the static power Static.
∙  𝐈∕𝐎∶ similarly, this is the power overhead due to file I/O. This

supplementary power consumption is induced by checkpointing,
or when recovering from a failure.

key parameter to compare 𝑊𝑒𝑛𝑒𝑟𝑔𝑦 and 𝑊𝑌 𝐷 is the ratio Static+I/O
Static+Cal

.
nfortunately, there is no compact expression for the optimal period

𝑒𝑛𝑒𝑟𝑔𝑦 , which is obtained as the root of a second-degree equation [28].
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Fig. 2. Different levels of checkpointing. The vertical red lines mark the beginning and
end of a periodic pattern. The higher the error level, the less frequent the checkpoints
at that level (and the darker their shade of gray).

2.4.3. Multi-level checkpointing
Checkpointing is the de-facto standard resilience method for HPC

platforms at extreme-scale. However, the traditional single-level check-
pointing method suffers from significant overhead, and multi-level
checkpointing protocols (e.g., [6–8]) now represent the state-of-the-art
technique. These protocols allow different levels of checkpoints to be
set, each with a different checkpointing overhead and recovery ability.
Typically, each level corresponds to a specific failure type, and is
associated to a storage device that is resilient to that type. For instance,
a two-level checkpointing system would deal with: (i) transient memory
errors (level 1) by storing key data in main memory; and (ii) node
failures (level 2) by storing key data in non-volatile storage (remote
redundant disks).

The main idea of multi-level checkpointing is that checkpoints are
taken for each level of faults, but at different periods. Intuitively, the
less frequent the faults, the longer the checkpointing period: this is
because the risk of a failure striking is lower when going to higher
levels; hence the expected re-execution time is lower too; one can
safely checkpoint less frequently, thereby reducing failure-free over-
head. Fig. 2 illustrates different levels of checkpointing protocols, from
a single level to three levels. Another extension of the Young/Daly
formula is to derive the optimal period and pattern in the presence of
multi-level checkpoints.

The optimal two-level checkpointing intervals can be derived theo-
retically. In this case, several level-1 checkpoints (with cost 𝐶1) could
be taken before taking a level-2 checkpoint (with cost 𝐶2, which is
larger than 𝐶1). If a level-1 failure occurs, we just need to recover
from the latest level-1 checkpoint, instead of from the last level-2
checkpoint, which is more costly. The optimal period for the outer-level
(i.e., level-2) checkpoints can be approximated as:

𝑊 =

√

√

√

√

2(𝑛𝐶1 + 𝐶2)
1

𝑛𝜇1
+ 1

𝜇2

, (2)

where 𝜇1 and 𝜇2 denote the MTBFs of the level-1 and level-2 failures,
respectively [30]. Here, 𝑛 denotes the optimal number of level-1 check-
points between two consecutive level-2 checkpoints, and its value is
also related to the failure MTBFs and the checkpoint costs of the two
levels. Another optimal two-level checkpointing solution was proposed
in [31], which offers two novel insights: (1) it proves that periodic
patterns are optimal and derives the exact best pattern (instead of an
approximate period); (2) it evaluates the overall wall-clock times based
on the derived optimal checkpointing intervals for nine cases, each with
different checkpoint/restart overheads and failure rates.

Identifying the optimal checkpointing intervals for the situation
with more than two levels of checkpoints has also been studied. First,
the formula in Eq. (2) for two-level checkpointing can be extended to
an arbitrary number of levels, where both the checkpoint cost and the
MTBF typically increase with the levels. Benoit et al. [30] derived a
general approximate formula for this case. Furthermore, Di et al. [32]
proposed a generic mathematical formulation for the problem with
various types of failures, and developed an iterative method to calculate
318 
the optimal checkpointing intervals for different levels efficiently. They
further extended their iterative method to the situation with uncertain
execution scales [33]. Specifically, an in-depth analysis is provided
on why it is non-trivial to derive the optimal checkpointing intervals
for different checkpointing levels and optimize the number of cores
simultaneously. Then, a fixed-point iterative method that can quickly
obtain an optimized solution is proposed — the first successful attempt
in multi-level checkpointing models with uncertain scales.

2.4.4. Minimizing I/O due to checkpointing
Finally, another optimization objective is to minimize the expected

volume of I/O operations due to checkpointing and recovery. This
objective is important because I/O resources are scarce in HPC plat-
forms. Typical HPC applications execute on dedicated computing nodes
but share the I/O bandwidth of the platform with other applications.
Hence, decreasing the volume of I/O operations by each application
will likely improve the global throughput of the platform. A natural
question is then: given a single application that executes on the plat-
form, can we increase the checkpointing period significantly beyond
the Young/Daly formula without sacrificing too much in performance?
Note that we have a bi-criteria optimization problem here because
we need to trade off performance with I/O pressure. Note also that a
single application running on the platform may be a capability workload
that spans the entire platform. The answer to the question is yes:
Arunagiri et al. [34] studied longer, sub-optimal periods for a single
application, with the intent of reducing I/O pressure. They showed,
both analytically and empirically using four real platforms, that a
decrease in the I/O requirements can be achieved with only a small
increase in waste.

However, space-sharing HPC platforms for the concurrent execution
of multiple parallel applications is the prevalent usage strategy in
today’s HPC centers, and capability workloads that span the entire
platform are much less common [35]. The question becomes how to
avoid contention when several applications try to checkpoint at the
same time: the I/O bandwidth will be shared among these applications,
their checkpoint time will increase, and the Young/Daly formula that
was computed for each application in isolation is no longer optimal
due to these interferences. We will come back to this question in
Section 4.2.

2.5. Loosely-coupled applications

The Young/Daly formula applies to a parallel application where all
processors progress and cooperate continuously, e.g., by exchanging
messages: the application cannot continue its execution when one
processor is struck by a failure; it has to wait until a spare is up
and running. In other words, the application is assumed to be tightly
coupled and behaves as if it were executed on a single (very powerful)
processor.

What if the application is not tightly-coupled? If the application
includes several tasks that can execute concurrently and independently
on different subsets of resources, how frequently should each task be
checkpointed? We use the word task here, but not in the traditional
meaning where tasks are atomic and can only be checkpointed at
the end of their execution (see Section 3 for such a framework). On
the contrary, we assume that each task is preemptible and can be
checkpointed at any time step. It is then natural to checkpoint each
task using the Young/Daly period. But is this a good strategy, given
that many tasks execute in parallel, and that the failure of one task
will slow down the whole application?

Consider the simple example of a fork-join application that consists
of 302 tasks: an entry task, 300 identical parallel tasks, and an exit
task. Each parallel task runs on 𝑝 = 30 processors for 𝑇𝑏𝑎𝑠𝑒 = 10
hours, and is checkpointed in 𝐶 = 6 minutes. The platform has at
least 9,000 processors so that the 300 parallel tasks can indeed execute
concurrently. Such applications are typical of HPC applications that
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explore a wide range of parameters or launch subproblems in parallel.
Assume a short downtime 𝐷 = 1 minute, and recovery time 𝑅 =
𝐶. Finally, assume that each task has 0.5% chances to fail during
execution; this setting corresponds to an individual MTBF 𝜇𝑖𝑛𝑑 such

that 1 − 𝑒
− 𝑝𝑇𝑏𝑎𝑠𝑒

𝜇𝑖𝑛𝑑 = 0.005, i.e., 𝜇𝑖𝑛𝑑 = 59,850 hours (or 6.8 years). This is
in accordance with MTBFs typically observed on large-scale platforms,
which range from a few years to a few dozens of years [19].

In the following paragraphs, we refer to [36] for the details of
computing the expectations of execution times. Indeed, the details are
complicated, and we need the reader to trust us for all expected values
below. For each task, the Young/Daly period is 𝑊𝑌 𝐷 =

√

2 𝜇𝑖𝑛𝑑
𝑝 𝐶 ≈ 20

ours, and the expected execution time of a single task E(𝑇1-𝑡𝑎𝑠𝑘) is
inimized when only a single checkpoint is taken at the end of the

xecution. Recall that we always take a checkpoint at the end of the
xecution for simplification, thus the optimal solution for each task is
o take no additional checkpoint. Then, one can derive that E(𝑇1-𝑡𝑎𝑠𝑘) ≈
0.4 hours.

However, with 300 tasks executing concurrently, one can compute
hat the expectation of the total time required to complete all tasks
s E(𝑇𝑎𝑙𝑙-𝑡𝑎𝑠𝑘𝑠) > 14 hours. The key point here is that the expectation
(𝑇𝑎𝑙𝑙-𝑡𝑎𝑠𝑘𝑠) of the total time required to complete all tasks is far larger

han the maximum of the expectations (which in the example all have
he same value E(𝑇1-𝑡𝑎𝑠𝑘)). The intuition is the following: if each parallel
ask is expected to be struck by, say, 3 failures, then most tasks will
xperience between 0 and 6 failures, but some unlucky task may well
xperience 20 failures, and the total time is dictated by the slowest task.
n other words, the expectation E(𝑇𝑎𝑙𝑙-𝑡𝑎𝑠𝑘𝑠) of the maximum time over
ll tasks is likely to be much larger than the maximum of the expected
ime E(𝑇1-𝑡𝑎𝑠𝑘) for each time; since all tasks are identical, the latter
aximum is also E(𝑇1-𝑡𝑎𝑠𝑘) .

Because the exit task cannot start before the last parallel task is
ompleted, the expectation of the total execution time of the fork-join
pplication is E(𝑇𝑡𝑜𝑡𝑎𝑙) = E(𝑇𝑒𝑛𝑡𝑟𝑦)+E(𝑇𝑎𝑙𝑙-𝑡𝑎𝑠𝑘𝑠)+E(𝑇𝑒𝑥𝑖𝑡), where E(𝑇𝑒𝑛𝑡𝑟𝑦)

and E(𝑇𝑒𝑥𝑖𝑡) are the expected duration of the entry and exit tasks. Now,
when adding four intermediate checkpoints to each task, we obtain
E(𝑇𝑎𝑙𝑙-𝑡𝑎𝑠𝑘𝑠) < 12.75 hours. The tasks are then slightly longer (10.5 h
without failure), but the impact of a failure is dramatically reduced if
a checkpoint is taken every two hours. By diminishing E(𝑇𝑎𝑙𝑙-𝑡𝑎𝑠𝑘𝑠), we
save 75 minutes (and in fact much more than that because the lower
and upper bounds for E(𝑇𝑎𝑙𝑙-𝑡𝑎𝑠𝑘𝑠) are loosely computed).

This little example shows that for loosely-coupled applications with
a high degree of parallelism, checkpointing each task à la Young/Daly
is not good enough. The key reason is that the expectation of the
maximum number of failures across parallel tasks is much higher
than the maximum of the expectations of the number of failures for
each task. In our example with identical tasks, the intuition is even
simpler: the expected number of failures is the same for each task taken
independently, but it is very likely that some tasks will experience
many more failures if many tasks execute in parallel. See [36] for a
comprehensive analysis and evaluation.

2.6. Coordinated checkpointing and rollback recovery for preemptible ap-
plications in practice

Achieving exact preemptibility requires the ability to checkpoint
at any point in the execution when the protocol demands it. This
necessitates the application and all libraries in the software stack to
be capable of checkpointing at any time and restarting from that
checkpoint. In practice, parallel applications often depend on external
libraries to implement coordinated checkpointing and rollback recovery
at a high level. The MPI-Agnostic Network-Agnostic Transparent Check-
point (MANA for MPI, [37]) stands out as a state-of-the-art library that
provides this capability for parallel applications relying on the Message
Passing Interface (MPI) for communication.

MANA is a Proxy MPI library. It introduces a split process approach,

dividing the upper-half of the process (MPI application and associated t
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libraries) from the lower-half (MPI Proxy library and MPI Native li-
brary, implementing the communication system). When a checkpoint
is required, MANA utilizes DMTCP (Distributed MultiThreaded Check-
Pointing, [38]), a process-checkpointing library for Linux to save the
current state of the upper-half and a synthetic representation of the
MPI library’s state. During a restart, DMTCP restores the upper-half of
all processes, and the Proxy MPI library uses the Native MPI library and
the synthetic representation to restore all MPI objects to their state at
the time of checkpoint. MANA maintains a translation table between
Proxy MPI objects and Native MPI objects for portability, ensuring valid
references to MPI objects even after a restart. In the upper-half of the
process, only references to the Proxy MPI objects can be saved (and
restored). When a restart occurs, MANA updates its translation table
to map those object references to the new Native MPI objects that are
re-created using the Native MPI library.

However, a significant class of parallel applications opts for
checkpoint-restart via application-level checkpointing. In this scenario,
applications utilize well-distributed libraries to implement multi-level
checkpointing, simplifying the serialization operation for their check-
points. Popular libraries for this purpose include FTI [7], SCR [6],
and VeloC [8], which leverage all memory hierarchy resources (local
and remote memory, local and remote storage) to introduce as much
asynchrony in the I/O system as possible.

Some applications targeting high performance may employ a disk-
less checkpointing approach, where the state is solely serialized in the
memory of other processes within the same application [39–41]. How-
ever, this approach requires surviving processes to continue execution
after a failure, necessitating the use of a fault-tolerant version of the
MPI library implementing the User-Level Failure Mitigation (ULFM)
extension to the MPI Standard [42], available in both Open MPI [43]
and MPICH [44]. Such diskless checkpointing capability has been im-
plemented over ULFM, for example in the Fault-Tolerant Programming
Framework Fenix [45].

These approaches, albeit effective, lack precise preemptibility.
Application-level checkpointing requires programmers to modify the
application to serialize the process state at specific points, considering
the application’s specifics to ensure data consistency between processes.
To serialize its state, an application needs to save the segments of
memory (belonging to the heap and/or stack, depending on the case)
that hold data needed to continue the computation, and the progress
position in the execution. Typically, an application will need to save
its loop counters, and any non-temporary memory that was modified
since the beginning of the execution. Serializing such a state is usually
easier to do at the high levels of the application call stack (when
only the state of progress of a few functions is required) than deep
within the computation (when the state of third party libraries might
be involved). Consequently, these applications can only approximate
the optimal checkpointing frequency by taking a checkpoint as close
as possible to the target checkpoint time. The deviation from the the-
oretical framework depends on the frequency at which the application
reaches a serializable state. Let 𝑝𝑐 be the (average) period between two
serializable states of a parallel application, and let 𝑊𝑌 𝐷 =

√

2𝜇𝐶 be the
optimal checkpointing period according to the Young/Daly formula.
While the application might not achieve a checkpoint every 𝑊𝑌 𝐷
seconds, assuming 𝑝𝑐 ≤ 𝑊𝑌 𝐷, it will be able to checkpoint somewhere
in the interval [𝑊𝑌 𝐷 − 𝑝𝑐 ,𝑊𝑌 𝐷 + 𝑝𝑐 ]. If the actual checkpointing period
is 𝑡, the relative efficiency, denoted as , is given by the formula:

 =

(

𝑆1 + 𝑆2
)

𝑊 =𝑊𝑌 𝐷
(

𝑆1 + 𝑆2
)

𝑊 =𝑡

=
2𝐶

(
√

2𝜇 +
√

𝜇𝐶
)

(𝑡 + 𝐶)
√

𝜇𝐶
(

3𝐶2 + (2𝜇 + 4𝑡)𝐶 + 𝑡2
)

.

he worst efficiency (minimum value for ) is obtained for 𝑡𝑤𝑜𝑟𝑠𝑡 =
𝑌 𝐷 − 𝑝𝑐 . For instance, in a system where 𝜇 = 8 h, 𝐶 = 20 min,

nd 𝑝𝑐 = 20 min, 𝑊𝑌 𝐷 ≈ 2 h, and 𝑡𝑤𝑜𝑟𝑠𝑡 = 1 h 40 min leads to a
elative efficiency of 99%. Thus, utilizing non-preemptible application-
evel checkpointing with the Young/Daly heuristic and an opportunity
o checkpoint every 20 min, the efficiency remains very close to the

heoretical optimum achievable via preemptible checkpointing.
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3. Task graphs

In this section, we deal with non-preemptible, task-based applica-
tions. The application is structured as a Directed Acyclic Graph (DAG)
of tasks (also called workflow). Each task is atomic and checkpointing
is only possible right after the completion of a task. The task graph
summarizes the dependencies between the tasks. The problem is then
to determine which tasks should be checkpointed. It turns out that
optimal, or even efficient, checkpointing strategies are much more
difficult to derive than for preemptible applications.

3.1. Baseline

In task-based systems, checkpoint and rollback-recovery has been
considered, but the granularity of the task system has motivated a
different approach. Since each task represents an atomic application
in itself, the inputs of tasks (that are usually the outputs of other tasks)
are checkpointed to enable the re-execution of failed tasks.

The de-facto standard approach for workflow-based task systems is
the checkpoint every task approach. This approach is inspired by the
work done in cloud workflow systems, as is typically done in [46] for a
recent example. See [47–51] for a comprehensive survey of techniques.
The outputs of all tasks, which will serve as inputs to other tasks later
in the execution, are saved on non-volatile storage as soon as each task
completes. The non-volatile storage is typically located in a data center
whose disks are accessed by the virtual machines (VMs) that support
the execution of the tasks. This approach guarantees that recovering
from a failure only requires the re-execution of the task(s) that were
executing when the failure stroke; no rollback to previous tasks is
needed since their outputs have been checkpointed previously and can
be retrieved from the disks.

Of course, checkpointing (the output of) every task may induce a
huge overhead, in particular when there are many small tasks and lim-
ited I/O bandwidth to non-volatile storage. In micro-task systems [52–
55], the duration of a task is typically a few μs to a few hundred of
ms, and there are millions to billions of tasks [56,57]. These systems
make tremendous efforts to avoid creating unnecessary copies of the
data, as high efficiency is only achieved by reusing data already loaded
on the processors. In this context, checkpointing every input data of
every task is redhibitory. The approach then consists in detecting, at
runtime, which parts of the sub-DAG of tasks need to be reinstanti-
ated, in order to restart the execution from the inputs that have been
checkpointed [58,59].

In [58], the heuristic to decide to checkpoint an input data is
parametric: if a data is new (has never been checkpointed), or has been
updated 𝑘 times locally, a new checkpoint is created. As the algorithms
studied use the owner-compute strategy, this approach leads to a drastic
reduction of the number of checkpoints, but it is neither optimal nor
applicable to arbitrary DAGs of tasks.

In [59], the DAG of tasks is built sequentially: tasks are discovered
one after another, and the runtime system builds the DAG based on
how each task accesses which data. Checkpoints are introduced in this
sequence of discovery, and the runtime system then computes which
data needs to be checkpointed in order to create a restartable cut in the
DAG of tasks. To cite [59]: ‘‘adding checkpoints to this programming
model consists in introducing [explicit] checkpoint() calls within the
program. They effectively cut the task graph inferred by the [...] model,
between the tasks inserted before the call, and the tasks inserted after
the call. [...] since this is done identically on every node, all nodes agree
on exactly what will be saved in the checkpoints, without any need for
synchronization at run time." The checkpointing algorithm leverages
the knowledge of redundant data due to the caching approach of the
runtime system, and this is used to reduce the size of the checkpoint.
However, placing the checkpoints at optimal times remains an open
problem.

We outline below a few cases where the optimal solution is known,
before coming back to the general case of a workflow whose task graph
is arbitrary.
 p
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3.2. Linear chains

The simplest case is when the task graph of the workflow is a linear
chain of (parallel) tasks 𝑇1, 𝑇2,… , 𝑇𝑛. There is a dependence from 𝑇𝑖 to
𝑇𝑖+1 for 1 ≤ 𝑖 ≤ 𝑛 − 1. The optimal solution consists in determining
which tasks should be checkpointed.

The execution time of 𝑇𝑖 is 𝑤𝑖, its size is 𝑞𝑖 processors, its checkpoint
time is 𝐶𝑖, and its recovery time is 𝑅𝑖. Assuming that failures obey
an Exponential distribution Exp( 1

𝜇𝑖𝑛𝑑
), where 𝜇𝑖𝑛𝑑 is the MTBF of each

individual processor, the expected execution time E(𝑇𝑖) to execute 𝑇𝑖
nd to checkpoint it at the end of the execution is well-known; we have:

(𝑇𝑖) =
(

𝑞𝑖
𝜇𝑖𝑛𝑑

+𝐷
)

𝑒
𝑞𝑖

𝜇𝑖𝑛𝑑
𝑅𝑖

(

𝑒
− 𝑞𝑖

𝜇𝑖𝑛𝑑
(𝑤𝑖+𝐶𝑖) − 1

)

,

where 𝐷 is the downtime (see [17,20]). The expression for E(𝑇𝑖) can
e extended for a block of consecutive tasks followed by a checkpoint
simply replace 𝑤𝑖 by the execution time of the block). This gives
he baseline for a dynamic programming algorithm where one tries
o place the first checkpoint at the end of task 𝑇𝑘 for 1 ≤ 𝑘 ≤ 𝑛
nd computes recursively the optimal solution for the remaining sub-
hain 𝑇𝑘+1, 𝑇𝑘+2,… , 𝑇𝑛. This is the approach followed by Toueg and
abaoglu [60].

.3. Iterative applications

The next problem after a linear chain is that of a pipelined linear
orkflow: we now consider a workflow made of a large number of

terations, each iteration being the same linear chain of parallel tasks.
typical example is an application consisting of an outer loop ‘‘While
onvergence is not met, do’’, and where the loop body includes
sequence of large parallel operations. As in Section 3.2, the objective

s to find which task outputs should be saved on non-volatile storage to
inimize the expected duration of the whole computation. However, if

he workflow consists of, say, ten thousand iterations, each with twenty
asks, one does not want to apply the dynamic programming algorithm
f Toueg and Babaoglu [60] to a chain of two hundred thousand tasks.

A natural heuristic is to use the Young/Daly formula and checkpoint
t the end of the current task as soon as the total work executed since
he last checkpoint exceeds the quantity

√

2𝜇𝐶. Unfortunately, even
if all tasks may well enroll the same number of processors 𝑞 and,
ence, have the same MTBF 𝜇 = 𝜇𝑖𝑛𝑑

𝑞 , they are not likely to have the
same checkpoint duration 𝐶. One can approximate 𝐶 by the minimum,

aximum, or average values of the checkpoint duration of all tasks.
his is the heuristic proposed in [61], and its performance is shown
atisfactory for a wide range of application scenarios.

As a side note, when the number of iterations is infinite (or very
arge in practice), it is shown in [61] that there exists an optimal
heckpointing strategy that is periodic. It consists of a pattern of task
utputs to checkpoint, where this pattern spans over a set of iterations
f bounded size. This pattern is repeated over and over throughout
he execution: after some initialization phase, the same set of tasks
which we call the pattern) is checkpointed again and again. [61] also
rovides a dynamic programming algorithm, which is polynomial in
he number of operations included in the outer loop to compute the
ptimal periodic checkpoint pattern. The complexity of the algorithm
oes not depend on the number of iterations of the outer loop. This
attern may well checkpoint many different tasks, across many differ-
nt iterations. For a workflow with a fixed number of iterations, this
eriodic strategy is appealing because the checkpointing strategy can
e described concisely and independently on how many times the outer
oop is executed. However, the cost of computing the optimal pattern
ay be high, and the Young/Daly extension described above may be
referred in some frameworks.
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3.4. General workflows

Another special case is that of a workflow whose dependence graph
is arbitrary but whose tasks are parallel tasks that each executes on the
whole platform. In other words, the tasks have to be serialized. The
problem of ordering the tasks and placing checkpoints is proven NP-
complete for simple join graphs in [62], which also introduces several
heuristics.

For general workflows, the news is not good either. Consider the
problem of scheduling an arbitrary workflow. As mentioned in Sec-
tion 3.1, the common strategy used in practice is checkpoint everything,
or CkptAll: all output data of each task is saved onto non-volatile
storage. While this strategy leads to fast restarts in case of failures, its
downside is that it maximizes checkpointing overhead. At the other end
of the spectrum would be a checkpoint nothing strategy, or CkptNone,
by which all output data is kept in memory (up to memory capacity
constraints) and no task is checkpointed. This corresponds to ‘‘in-
situ’’ workflow executions, which have been proposed to reduce I/O
overhead [63]. The downside is that, in case of a failure, a large
number of tasks may have to be re-executed, leading to slow restarts.
The objective of an efficient checkpointing strategy is to achieve a
desirable trade-off between these two extremes. But the complexity of
this problem is steep.

The fundamental difficulty lies in the evaluation of a solution.
A solution consists of an ordered list of tasks to execute for each
processor, and for each task whether or not to save its output data
to non-volatile storage after its execution. In a failure-free execution,
the total execution time, or makespan, of a solution is simply the
longest path in the DAG, accounting for serialized task executions at
each processor. With failures, the makespan becomes a random variable
because task execution times are probabilistic, due to failures causing
task re-executions. Consider a first simple case with the CkptAll strategy
and a solution in which each task is assigned to a different processor.
Computing the expected makespan amounts to computing the expected
length of the longest path in the schedule. Unfortunately, computing
the expected length of the longest path in a DAG with probabilistic task
durations is a known difficult problem [64,65]. Even in the simplified
case when task durations are random variables that can take only two
discrete values, the problem is #P-complete [64].1

Now, at the other extreme, consider a second simple example with
the CkptNone strategy and a solution in which each task is assigned to
a different processor. Even if each task has the unitary cost and can fail
only once, computing the expected makespan is a #P-complete problem
again [69]. These two examples show all the difficulty of the problem,
even when an ordered list of tasks to execute is already assigned to each
processor. Several heuristics to tackle the general problem are proposed
in [70].

4. Dealing with uncertainty

This section briefly addresses two scenarios where it is impossible
to apply the Young/Daly formula directly, even though the target
application is preemptible and tightly coupled as in Section 2. Basically,
in the 𝑊𝑌 𝐷 =

√

2𝜇𝐶 formula, this is when either 𝜇 or 𝐶 is unknown.

4.1. Unknown MTBF

When the MBTF 𝜇𝑖𝑛𝑑 of an individual processor is unknown, the
TBF 𝜇 = 𝜇𝑖𝑛𝑑

𝑝 of the application is unknown as well. There is no other
olution than to learn the value of 𝜇 by trial and error. The initial guess

for 𝜇 is arbitrary, say from a few hours to several weeks depending upon

1 Recall that #P is the class of counting problems that correspond to NP
ecision problems [66–68], and that #P-complete problems are at least as hard
s NP-complete problems.
 o
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the size of the application. Compute 𝑊𝑌 𝐷 accordingly and schedule
the first checkpoint. If a failure strikes before this checkpoint, decrease
the current estimate of 𝜇. If no failure strikes before this checkpoint,
keep the current value for 𝜇 and proceed for a few periods of the
same length. if there is still no failure at this point, it should be safe
to increase the estimate of 𝜇. The rates for decreasing/increasing the
current estimate could follow some geometric progression, e.g., the next
estimate is either half or twice the current one.

An interesting heuristic is proposed in [71]. The checkpointing
period is dynamically adjusted so that the aggregate checkpointing
cost always equals the expected rework cost after failure recovery.
The intuition follows the discussion in Section 2.2: in the optimal
solution, both sources of waste (checkpoint and re-execution) should
be balanced.

4.2. Unknown checkpoint time (due to contention)

This section deals with the scenario where the checkpoint cost 𝐶
is unknown. In fact, this corresponds to a scenario where several
applications are executing concurrently on the platform (recall space-
sharing from Section 2.4). Each application has precise knowledge of
the volume of data to be saved, but the I/O bandwidth to non-volatile
storage that is granted is subject to variations over time. The main
reason is contention: consider the simple case where two applications
of the same size (number of processors) checkpoint simultaneously
a file of the same size (volume). Each application will be assigned
half the I/O bandwidth to checkpoint, therefore the commits will take
twice as long as expected. In other words, the checkpoint time of each
application is doubled, and the Young/Daly period

√

2𝜇𝐶 should have
been increased by a factor

√

2; the checkpointing strategy is no longer
ptimal, and efficiency will decrease.

Several heuristics are described in [72] for this contention problem.
ach application attempts to use its Young/Daly period. The I/O token
s given to only one application at every time step, and I/O operations
annot be interrupted once started. If several applications post concur-
ent requests to checkpoint, one will be selected and the other ones will
ontinue their execution. The selection is based upon several criteria,
ncluding the time already spent waiting for I/O and the risk incurred
y all the applications (increased waste) that have not been selected.
ee [72] for details.

.3. Variable checkpoint time

This section deals with the scenario where the checkpoint duration
s a stochastic random variable that obeys some well-known probability
istributions. In this case, the question is when to take a checkpoint
owards the end of the execution, so that the expectation of the work
one is maximized. This assumes that the application is executing for
fixed duration, namely the length of the reservation that it has been

ranted, and the goal is to complete as much work as possible during
his reservation. If the checkpoint is taken too early, some time without
orking has been wasted, but we may well lose the whole work if

he checkpoint is taken later and lasts longer than expected, thereby
xceeding the length of the reservation.

This problem has been studied in two flavors [73]. If checkpoints
an be taken at any time, the optimal solution can be derived for a
ariety of probability distributions modeling checkpoint durations, in
articular for uniform, exponential, normal, and lognormal distribu-
ions. The gain that can be achieved over the pessimistic approach,
hich assumes the longest possible checkpoint time and ensures that

here is enough time to checkpoint (hence not taking any risk but losing
ome work if the checkpoint was faster), has also been assessed.

The problem is also interesting when the application is a linear
hain of tasks, and checkpoints can only be taken at the end of a
ask. A static strategy has been proposed, where the optimal number

f tasks before a checkpoint is computed before the execution, when
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tasks (in addition to checkpoints) have IID stochastic execution times.
The decision might be adapted dynamically, depending on the time
effectively taken by each task, and hence a dynamic strategy has
also been designed. This strategy decides whether to checkpoint or to
continue the execution at the end of each task. Hence, it can be used
even if distributions are not IID. Please refer to [73] for details.

5. Silent errors

In this section, we consider another type of error: while all previous
sections addressed fail-stop errors, we now deal with silent errors, first
in isolation and then in combination with fail-stop errors. It turns out
that the Young/Daly formula can be extended to deal with both types
of errors.

5.1. Background

We start with some background on silent errors, a.k.a. silent data
corruptions (SDCs). While fail-stop errors lead to fatal interruptions
(such as a crash) and cause the loss of the entire memory of the
processor, silent errors only impact a given process and lead to incorrect
results. But a silent error strikes undetected and the processor can
continue its execution; sometimes the silent error can be detected and
corrected, and some other times it degenerates into a fatal fail-stop
error.

Silent errors may be caused, for instance, by arithmetic errors in the
Arithmetic and Logic Unit (ALU), soft errors in the L1 cache which is
usually not well protected, or in the L2 cache which might be protected
by one parity bit, or bit flips in the dynamic random-access memory
(DRAM) due to cosmic radiation, overheat and other sources [6,74–76].

There are several mathematics mechanisms to detect and correct
silent errors, such as parity bits, error correcting codes (ECCs), and
Chip-kill technology. They have been implemented to protect the
DRAM and different cache layers to some extent. However, the closer
the data is to the processing unit, the more frequent the access to that
data and therefore the higher the overhead of these methods. Thus,
processor caches are not protected by ECC in general, but by weaker
mechanisms, like simple parity, exposing a higher risk of undetectable
error in case of multiple simultaneous bit flips. Buses also often are a
weak link in the protecting chain, making all data transfers at higher
risk. In addition, the constant need to reduce component size and
voltage increases the likelihood of silent errors.

Although many silent errors caused by one or multiple bits that
spontaneously flip to the opposite state are caught by the above-
mentioned hardware mechanisms, in reality, some bit flips still manage
to pass undetected [77,78]. In a nutshell, silent errors have become a
major threat due to the increase in problem size [79]: the larger the
problem, the more memory to be used to store the data, the more
frequent the errors, and the higher the probability of overriding ECC
protection, generating multiple errors.

Another major problem with silent errors is detection latency : con-
trarily to a fail-stop error whose detection is immediate, a silent error
is identified only when the corrupted data is activated and/or leads
to an unusual application behavior. However, checkpoint and rollback
recovery assumes instantaneous error detection, and this raises a new
difficulty: if the error stroke before the last checkpoint, and is detected
after that checkpoint, then the checkpoint is corrupted and cannot be
used to restore the application. To solve this problem, one may envision
keeping several checkpoints in memory and restoring the application
from the last valid checkpoint, thereby rolling back to the last correct
state of the application [80]. But even if it was at all possible to
store many checkpoints (which is very demanding in memory), one
would not know how to identify the last valid one. Some verification

mechanism, or detector, must be enforced.
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5.2. Verification mechanisms

Considerable efforts have been directed at designing such verifi-
cation mechanisms to reveal silent errors because error detection is
usually very costly. Hardware mechanisms, such as ECC memory, can
detect and even correct a fraction of errors, but in practice, they
are complemented with software techniques. The only general-purpose
method is to replicate the execution of the target computational kernel
on two sets of processors (i.e., duplication) and to compare the results
of both executions. If they do not coincide, an error has been detected,
and the application must be executed a third time. To avoid a-posteriori
re-execution, triplication (i.e., using three parallel executions of the
same work) can be enforced, which allows for error correction in
addition to error detection, using a simple majority vote. However,
triplication (originally known as triple modular redundancy and vot-
ing [81]) is even more costly than duplication, which already requires
half the resources to execute redundant operations.

Application-specific information can be very useful to enable ad-
hoc solutions, which dramatically decreases the cost of detection. Many
techniques have been advocated. They include memory scrubbing [82]
and Algorithm-Based Fault Tolerance (ABFT) techniques [83–85], such
as coding for the sparse-matrix vector multiplication kernel [85], block-
wise checksum calculation for error-bounded lossy compressor [86],
and coupling a higher-order with a lower-order scheme for PDEs [87].
Self-stabilizing corrections after error detection in the conjugate gradi-
ent method are investigated in [88]. Fault-tolerant iterative solvers for
sparse linear algebra are introduced in [89–91], using extra checks such
as re-computing inner products of vectors that should be orthogonal, or
even re-computing the residual.

Overall speaking, application-specific detectors are very appealing
due to their low cost as compared to replication, but they suffer from
some limitations. Most application-specific detectors can only detect
errors, not correct them. Next, they are used to detect errors of a certain
type, while many types of errors can strike. For instance, with iterative
methods, orthogonality tests will detect arithmetic errors but cannot
do anything if we start with corrupted data in memory. Worse, even
for a given type of error, the detector will likely not detect all the
errors of that type, but only a fraction of them (one says that the
detector recall is strictly smaller than one). In the previous example
with the orthogonality test, the detector may well estimate that a
scalar product is below some threshold while an error has struck one
of the vectors. Finally, ABFT is one of the few methods that enables
error correction in addition to detection; however, while ABFT can in
principle detect and correct an arbitrary number of errors, it is currently
limited in practice to detecting and correcting a single error due to the
numerical instability of state-of-the-art methods that aim at building
linearly independent checksum vectors in floating-point arithmetic.

Another category of SDC detection is based on data-analysis method,
which makes use of the regular smoothness feature of the simulation
data in either temporal or spatial dimension to detect potential outliers
caused by SDC. This type of SDC detector relies on some sort of
machine-learning algorithm that monitors the data produced by the
application and gradually learns the type of variations and data ranges
that the application observes during execution. While different regions
of the global domain can be exposed to different behaviors, the learning
process is local and therefore its detection mechanism is tuned to
that specific region of the domain. There has been multiple machine-
learning techniques proposed to achieve this type of SDC detection.
The initial idea, proposed by Bautista-Gomez et al. [92], relied on a
point-wise time series analysis capable of predicting the next value
for each data point. This already produced promising results and the
methodology was then refined in multiple directions.

For instance, in [93], Di et al. proposed an error feedback con-
trol model that can reduce the prediction errors for different linear
prediction methods in SDC detection. They also developed a spatial-

data-based even-sampling method to minimize the detection overheads.
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Fig. 3. Fail-stop errors versus silent errors. The vertical red lines mark the beginning
and end of a periodic pattern.

Berrocal et al. [94] analyzed the effectiveness of multiple spatial data
prediction methods in detecting SDC errors, such as auto-regression
(AR), autoregressive moving average (ARMA), acceleration-based pre-
dictor (ABP), linear curve fitting (LCF), and quadratic curve fitting
(QCF).

Di et al. [95] further proposed an adaptive impact-driven SDC detec-
tion scheme (called AID) for HPC applications. In this work, the authors
carefully characterized 18 HPC applications/benchmarks and discussed
the runtime data features as well as the impact of SDCs on their
execution results. They proposed an impact-driven detection model that
does not blindly improve the prediction accuracy, but instead detects
only influential SDCs to guarantee user-acceptable execution results.
The AID method features a high runtime adaptability by allowing to
select the best-fit prediction method according to the data changes
for each process at runtime. These machine-learning based strategies
rely mostly on detecting important anomaly variations induced by bit-
flips. However, they cannot detect all types of variations, and small
perturbations are likely to go undetected, although arguably those
small variations might be irrelevant for the end result, in the same way
rounding errors are. Nonetheless, undetected small perturbations could
still produce significant changes in the final result.

Subasi et al. [96–98] explored the capabilities of machine learning
techniques, such as support vector machines (SVM), in detecting SDCs,
which further improves the detection capability, with a slight increase
in execution cost.

An important drawback of these machine-learning based methods is
that similarly to application-specific methods, they can only detect but
not correct the errors.

5.3. Optimal period for silent errors

We study a generic solution that is agnostic of the nature of the
verification mechanism (replication, checksum, error correcting code,
coherence tests, etc.). We assume that we can rely on a fully general-
purpose detector, of cost 𝑉 . The idea is to perform a verification just
before taking each checkpoint. If the verification succeeds, then one can
safely store the checkpoint. If the verification fails, it means that a silent
error has struck since the last checkpoint, which was duly verified, and
one can safely recover from that checkpoint to resume the execution of
the application.

See Fig. 3 for an illustration and comparison with fail-stop errors. If
a silent error strikes, it is always detected only at the end of the period,
when the verification 𝑉 reveals the error. On the contrary, a fail-stop
error strikes in the middle of the period on average and is detected
immediately. Note that there is no downtime for silent errors because
the processor can continue its execution after a silent error and does
not need to be replaced. For simplification, we have used 𝐷 = 0 in
the second row of Fig. 3 (with fail-stop error), but recall there is a
downtime after a fail-stop error in the general case.

Just as for fail-stop errors, we introduce the MTBE of individual
nodes as 𝜇𝑠𝑖𝑙𝑒𝑛𝑡 . Here, the MTBE is the Mean Time Between Errors, the
𝑖𝑛𝑑
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Fig. 4. Introducing two intermediate verifications in the period. The vertical red lines
mark the beginning and end of a periodic pattern.

counterpart for silent errors of the MBTF for fail-stop errors. The MTBE
of an application with 𝑝 processors will be 𝜇𝑠𝑖𝑙𝑒𝑛𝑡 =

𝜇𝑠𝑖𝑙𝑒𝑛𝑡𝑖𝑛𝑑
𝑝 . Indeed, the

frequency of silent errors is proportional to the number of arithmetic
operations executed, and/or to the volume of the memory footprint of
the application. Hence, the MTBE scales linearly with the size of the
application, just as the MTBF does.

Now, consider a parallel application of MTBE 𝜇𝑠𝑖𝑙𝑒𝑛𝑡. At first sight,
one could think that the optimal Young/Daly period for silent errors
will be 𝑊𝑌 𝐷 =

√

2𝜇𝑠𝑖𝑙𝑒𝑛𝑡(𝑉 + 𝐶) because we have replaced each check-
point of cost 𝐶 by a verified checkpoint of cost 𝑉 + 𝐶. However,
because a silent error is always detected only at the end of the period,
when the verification reveals the error, the formula will be different.
With the notations of Section 2.2, the two sources of waste become
𝑆1 = 𝑉 +𝐶

𝑊 +𝑉 +𝐶 and 𝑆2 = 1
𝜇𝑠𝑖𝑙𝑒𝑛𝑡 (𝑅 + 𝑊 + 𝑉 ). Altogether, both sources

of waste approximately add up, so we have to find 𝑊 that minimizes
𝑆1 +𝑆2. Simplifying as before, we obtain 𝑆1 +𝑆2 ≈

𝑉 +𝐶
𝑊 + 𝑊

𝜇𝑠𝑖𝑙𝑒𝑛𝑡 , which
is minimized for

𝑊𝑌 𝐷 =
√

𝜇𝑠𝑖𝑙𝑒𝑛𝑡(𝑉 + 𝐶). (3)

Eq. (3) is the Young/Daly formula for silent errors.

5.4. Extensions

The Young/Daly formula for silent errors could also be extended in
several ways. The following discusses some extensions in this context.

5.4.1. Dealing with both fail-stop and silent errors
A first natural extension is to deal with both fail-stop and silent

errors. Indeed, both sources of errors are likely to strike simultaneously
when executing a parallel application. In that case, the failure-free
waste 𝑆1 = 𝑉 +𝐶

𝑊 +𝑉 +𝐶 remains unchanged but the failure-induced waste
𝑆2 should be updated to account for both error types:

𝑆2 =
1

𝜇𝑓𝑎𝑖𝑙

(

𝐷 + 𝑅 + 1
2
(𝑊 + 𝑉 + 𝐶)

)

+ 1
𝜇𝑠𝑖𝑙𝑒𝑛𝑡 (𝑅 +𝑊 + 𝑉 ).

Here, for clarity, we have used 𝜇𝑓𝑎𝑖𝑙 instead of simply 𝜇 for the MTBF
of the application. Simplifying again, we obtain that the total waste is
minimized for

𝑊𝑌 𝐷 =
√

√

√

√

𝑉 + 𝐶
1

2𝜇𝑓𝑎𝑖𝑙 +
1

𝜇𝑠𝑖𝑙𝑒𝑛𝑡

. (4)

Eq. (4) is the Young/Daly formula for fail-stop and silent errors com-
bined. We check that Eq. (4) reduces to Eq. (1) when 𝜇𝑠𝑖𝑙𝑒𝑛𝑡 = ∞ and
𝑉 = 0 (only fail-stop errors) and to Eq. (3) when 𝜇𝑓𝑎𝑖𝑙 = ∞ (only silent
errors). The general case uses the harmonic mean of 𝜇𝑓𝑎𝑖𝑙 and 𝜇𝑠𝑖𝑙𝑒𝑛𝑡

weighted by the average proportion of re-execution time in a period
when struck by an error.
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5.4.2. Placing intermediate verifications
The second extension applies when application-specific information

enables to decrease the cost of a verification well below the cost of a
checkpoint, i.e., when 𝑉 ≪ 𝐶. In that case, it is useful to insert some
intermediate verifications within the period to detect silent errors early
on. Assume that we deal with silent errors only and see Fig. 4 for an
example of a period with two intermediate verifications (and a third
one at the end of the period to verify the checkpoint). The failure-
free waste 𝑆1 is increased to 𝑆1 = 3𝑉 +𝐶

𝑊 +3𝑉 +𝐶 ≈ 3𝑉 +𝐶
𝑊 . However, the

failure-induced waste is reduced to

𝑆2 =
1

𝜇𝑠𝑖𝑙𝑒𝑛𝑡

(

1
3
(𝑅 + 𝑊

3
+ 𝑉 )

+ 1
3
(𝑅 + 2𝑊

3
+ 2𝑉 )

+ 1
3
(𝑅 +𝑊 + 3𝑉 )

)

≈ 1
𝜇𝑠𝑖𝑙𝑒𝑛𝑡

(1 + 2 + 3)𝑊
9

= 2𝑊
3𝜇𝑠𝑖𝑙𝑒𝑛𝑡 .

To see this, with equal probability 1
3 , the silent error will strike either

third of the pattern, and re-execution will cost either 𝑊
3 (first third), or

2𝑊
3 (second third), or 𝑊 (last third). This leads to 𝑆1 + 𝑆2 minimized

or 𝑊 =
√

3
2𝜇

𝑠𝑖𝑙𝑒𝑛𝑡(3𝑉 + 𝐶) and we get (𝑆1 + 𝑆2)min = 2
√

2(3𝑉 +𝐶)
3𝜇𝑠𝑖𝑙𝑒𝑛𝑡

for that value. In comparison, without intermediate verification, we
had (𝑆1 + 𝑆2)min = 2

√

𝑉 +𝐶
𝜇𝑠𝑖𝑙𝑒𝑛𝑡 . We check that adding two intermediate

verifications is better than none as long as 𝑉 ≤ 𝐶
3 . This is very likely to

be the case with an application-specific detector. We refer to [99] for
the analysis of more general patterns including the derivation of the
optimal number of intermediate verifications.

5.4.3. Embracing imperfect verifications
The results so far have assumed a perfect verification mechanism,

while most real-world verifications are imperfect. In fact, many light-
weight detectors (e.g., [92,94,100]) rely on data-analytics or machine-
learning approaches to detect silent errors, and as a result, they typi-
cally have a limited recall (ratio of missed errors, or false negatives)
and/or a limited precision (ratio of detected errors that are in fact
not errors, or false positives). Also, if more than one such detectors
are available to use, which one(s) should be favored? It turns out
that imperfect verifications are nevertheless valuable, but their optimal
placements within a pattern would not be equally spaced between
two consecutive checkpoints. Further, choosing which verification (or
combination of verifications) to use is an NP-hard problem, but greedy
heuristics are shown to offer good practical performance by favoring
those detectors with higher accuracy-to-cost ratios; see [101,102] for
details on the analysis for incorporating imperfect verifications.

Finally, all the results regarding silent errors discussed in this sec-
tion could also be applied to a linear chain of tasks by extending the
dynamic programming framework by Toueg and Babaoglu [60] while
including (imperfect) verifications; more details on the design of such
algorithms can be found in [99,103].

6. When the optimal period is not 𝜣(𝝁𝟏∕𝟐)

The Young/Daly formula and its many variations discussed so far
ll derived the optimal checkpoint period to be in the order of 𝛩(𝜇1∕2).
owever, in a few scenarios that apply redundancy to the application
xecution (e.g., via replication or faster re-execution), the optimal
eriod turns out to deviate from this order. Intuitively, the application’s
esiliency to failures increases due to the added redundancy, making

he optimal period longer than the classical result. i
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In one such scenario, two platforms cooperate to execute an appli-
ation. Both platforms share the same periodic pattern (with length

followed by a checkpoint), and they also share the same storage
ystem for placing the checkpoints. If a failure strikes one platform,
t will recover from the previous checkpoint to re-execute the pattern
same as the single-platform case). However, if any platform success-
ully completes the pattern, the other platform will ‘‘jump ahead" in
ts execution by synchronizing through the checkpoint, so that both
latforms can start executing the next pattern simultaneously. The
ptimal period 𝑊 for this scenario turns out to be in the order of
(𝜇2∕3) when the two platforms are homogeneous (i.e., with the same
xecution speed). A thorough analysis is also provided in [104] for
eterogeneous platforms.

In a similar scenario that copes with silent errors, an application is
xecuted synchronously by three platforms that share the same periodic
attern. To detect/correct silent errors, ‘‘majority voting’’ is used at the
nd of a pattern: If at least two platforms agree on the execution results,
hen a checkpoint can be safely taken, and all platforms will start
xecuting the next pattern together. However, if the results returned
y all the three platforms are different from each other, suggesting
hat at least two platforms have been struck by silent errors, then
o consensus can be reached, and all platforms will roll back to the
revious checkpoint and re-execute the same pattern again. In this
cenario, the optimal period turns out to be in the order of 𝛩(𝜇2∕3) as
ell. The details are derived in [105], which also shows the optimal
eriod for the general case where more than three platforms are used
o execute the application.

In another scenario, a different speed is applied when re-executing
periodic pattern when a (fail-stop) failure occurs. In particular, the

irst execution of the pattern uses speed 𝑠1, and all subsequent re-
xecutions of the same pattern (due to failures and rolling back to the
ast checkpoint) are executed with a faster speed 𝑠2 > 𝑠1, assuming that
he platform is equipped with dynamic voltage and frequency scaling
DVFS) capabilities. This scenario was originally studied in [106] in
he context of minimizing the total energy consumption subject to
n execution time constraint for running an application. A side result
btained under this scenario for the special case of 𝑠2 = 2𝑠1 shows
hat the optimal checkpointing period is again in the order of 𝛩(𝜇2∕3),
ven for optimizing the execution time alone. This result suggests that a
aster re-execution speed can help reduce the resilience overhead with
longer checkpointing period.

. Combining checkpointing with replication

When the checkpointing cost and/or the error rate are very high,
heckpointing might not be enough since the checkpointing period
ight become smaller than the time required to take a checkpoint. In

his case, a solution consists in replicating part of the execution, as has
lready been discussed in Section 6 in some particular settings.

.1. Preemptible applications

The use of replication in order to deal with fail-stop errors, in the
ase of preemptible applications, enables the application to survive
everal errors before being interrupted. The idea is to group processors
y pairs, and have two processors do the same bunch of work. Hence,
his means that the checkpointing period can be significantly longer
han without replication, since the execution is more reliable. The
tandard way of using replication in that case consists in using, once
ore, the Young/Daly formula, but considering the mean time to in-

erruption, MTTI (rather than the MTBF), which accounts for the effect
f replication. Furthermore, failed processors are never restarted with
he usual assumptions. For example, in the restart strategy introduced
n [107], failed processors are restarted after each checkpoint. With
his strategy, the optimal checkpointing period can be computed, and

t turns out to be much larger than the period dictated by Young/Daly,
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hence also decreasing the I/O pressure and decreasing the overhead
induced by replication.

As discussed in Section 6, previous work has also investigated repli-
cation in terms of using a whole platform as backup (see [104]), where
the backup platform may execute at a different speed than the main
platform. The technique has been extended to detect and correct silent
errors in [105], where either the platform is partitioned into several
parts, or where each process is replicated. A detailed analytical study
has been conducted for all scenarios, hence guiding the user in deciding
whether it is beneficial, given the parameters of the application and the
target platform, to combine checkpointing with replication.

7.2. Linear chains of tasks

When the platform is subject to both fail-stop and silent errors,
it might be useful to apply both checkpointing and replication for
some tasks, if either resilience technique is not sufficient by itself. In
particular, for a linear chain of tasks, the goal is to decide, for each
task, whether to checkpoint and/or replicate it to ensure its reliable
execution. In [108], an optimal dynamic programming algorithm of
quadratic complexity is proposed to solve both problems. This algo-
rithm has been validated through extensive simulations that reveal
the conditions in which checkpointing only, replication only, or the
combination of both techniques, lead to improved performance. Hence,
combining both techniques has a promising potential to minimize the
execution time of linear workflows in error-prone environments.

8. Conclusion and open problems

Summary. This survey has dealt with checkpointing policies based
upon the Young/Daly period and has assessed its usefulness and robust-
ness together with its limitations. Originally restricted to preemptible
applications and blocking coordinated checkpointing protocols to cope
with fail-stop errors, the Young/Daly formula has proven very useful
in a much larger applicative spectrum, as shown by the many exten-
sions addressed in this survey. While the accuracy of the formula is
only known for memoryless failures, the robustness and efficiency of
the formula has been experimentally established in a wide variety of
settings. In a nutshell, the Young/Daly formula is a solid tool for tightly-
coupled parallel applications, and the answer to the question in the title
is a plain yes. The main limitations of the formula are related to its use
for workflows because inter-task dependencies dramatically complicate
the problem to decide when and which tasks to checkpoint.

Open problems. We discuss some further extensions and open problems
o conclude the paper.

For preemptible applications (Section 2), we have focused on coor-
inated checkpointing onto non-volatile storage, but most of the results
old for other methods that reduce checkpoint overhead, such as in-
emory checkpointing [109–111], two-level checkpointing [31,112]

nd multi-level checkpointing [6,7,30,32] (see also Section 2.4.3).
For task-based applications, one could envision an extension of

oordinated checkpointing designed for such systems. Using periodic
oordinated checkpointing to decide which tasks to checkpoint in a
istributed task system consists of finding a period between two check-
oint waves, and coordinating all the processes of the application to
heckpoint their state. Applying this heuristic to a task-based system
oes not ensure optimal performance because the amount of data to
heckpoint depends on the number and input of the ready tasks and
aries over time, which is outside the assumptions of the periodic
heckpointing approach. However, by continuously adapting the period
o the amount of work executed (either maximal or averaged across all
rocessors), this strategy may provide an efficient solution in scenarios
here tasks are small and where failures are rare.

For both application models (preemptible and task-based), we have

ssumed failure independence. Indeed, the standard model assumes
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IID failure inter-arrival times, or IATs, on each node, with a common
distribution . As for temporal dependence, it has been observed many
times that when a failure occurs, it may trigger other failures that
will strike different system components [22,113,114]. As an example,
a failing cooling system may cause a series of successive crashes of
different nodes. Also, an outstanding error in the file system will likely
be followed by several others [115,116]. As for spatial dependence, it
is clear that the overheating of some node in a cabinet is quite likely to
be followed by the overheating of neighbor nodes (which comes atop
of a temporal dependence as well). Bautista-Gomez et al. [114] have
studied nine systems, and they report periods of high failure density in
all of them. They call these periods cascade failures. This observation
has led them to revisit the temporal failure independence assumption,
and to design bi-periodic checkpointing algorithms that use different
periods in normal (failure-free) and degraded (with failure cascades)
modes. Tiwari et al. [113] introduce a dynamic strategy called lazy
checkpointing to adjust to changes in the failure rate. Another approach
has been proposed in [117], using quantiles of consecutive IAT pairs.
It is an open problem to derive an efficient checkpointing strategy that
can account for temporal or spatial dependence between failures. For
example, spatial dependence calls for a variant of in-memory check-
pointing where the buddy of a processor (acting replica of a checkpoint)
is chosen far away from that processor, while it is better to select a
physical neighbor to optimize communication overhead if failures are
truly independent. Complicated trade-offs must be achieved.

Finally, some parts of the application are critical (such as execution
code) and must be protected from silent errors at all costs while other
parts (like non-critical data) may be loosely and infrequently verified by
cheap mechanisms; we speak of selective reliability in such a framework.
More generally, trustworthy computing is the problem of guaranteeing,
at least with some high probability, that the final results of a parallel
application are correct. The higher the flop count and the larger the
data footprint, the more challenging to achieve this goal.
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