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Abstract—Online review systems play an important role in
affecting consumers’ behaviors and decision making, attracting
many spammers to insert fake reviews to manipulate review con-
tent and ratings. To increase utility and improve user experience,
some online review systems allow users to form social relation-
ships between each other and encourage their interactions. In
this paper, we aim at providing an efficient and effective method
to identify review spammers by incorporating social relations
based on two assumptions that people are more likely to consider
reviews from those connected with them as trustworthy, and
review spammers are less likely to maintain a large relationship
network with normal users. The contributions of this paper
are two-fold: (1) We elaborate how social relationships can be
incorporated into review rating prediction and propose a trust-
based rating prediction model using proximity as trust weight;
and (2) We design a trust-aware detection model based on
rating variance which iteratively calculates user-specific overall
trustworthiness scores as the indicator for spamicity. Experiments
on the dataset collected from Yelp.com show that the proposed
trust-based prediction achieves a higher accuracy than standard
CF method, and there exists a strong correlation between social
relationships and the overall trustworthiness scores.

I. INTRODUCTION

Online review systems are getting increasingly popular
recently. For example, Yelp.com, known mainly for restaurant
reviews, had a total of 71 million reviews of businesses and a
monthly average of 135 million unique visitors to the site as
of 2014, and TripAdvisor.com, specializing in travel-related
services, reached 315 million unique monthly visitors and
over 200 million reviews until 2014. With a large volume
of information and opinions regarding products or services
available on these platforms, people tend to read the reviews
before making purchasing decisions and their behaviors and
decisions may be significantly affected by others’ opinions.
Typically driven by financial motivations, individuals or a
group of individuals utilize deceptive reviews to maliciously
promote or demote a product or a service.

Many approaches have been proposed to identify or alle-
viate review spamming. For example, Amazon marks reviews
written by those who actually bought the products with an
“Amazon Verified Purchase” tag and Yelp.com filters out
suspicious reviews with heuristic rules. However, due to the
subjective nature of the reviews, user idiosyncrasies, and high-
dimensional user features in the context of the review, spam
review detection still remains a challenging problem. The
severity of this problem has attracted attention of researchers
in recent years. Since [1], many learning-based approaches
have been proposed to identify fake reviews and/or spam
reviewers from textual features [1], [2], temporal features [3],
[4], individual or group behavior patterns of spammers [5]–[7],
and sentiment disparities [8]. These approaches perform well

in detecting poorly-composed spam reviews such as empty,
duplicate, irrelevant reviews or advertisements.

However, changes have been observed in spammers’ behav-
iors, which indicates that spammers are evolving to avoid being
detected. This makes rule-based and behavior-based methods
less effective. For example, spammers may imitate the writing
pattern of regular reviewers to generate less suspicious content.
Previous methods that are based on textual similarity would
fail in detecting such well-written fake reviews. What makes
things worse is the emergence of professional spammers who
perform spamming activities in a well-organized way, such
as recruiting human workers from crowdsourcing platforms to
generate fake reviews. Moreover, for fast and effective ma-
nipulation, spammers may control a large number of accounts
or work in groups to insert bogus reviews in a short period
of time. To avoid being detected, the accounts may be used
only for limited times, which makes it difficult to distinguish
them from socially “lazy” users who submitted very a few
reviews. While sophisticated approaches that take a large set of
features into account may be able to address these challenges,
they are susceptible to user subjective bias and individual
idiosyncrasies.

Inspired by the structural analysis [9], [10], we propose
to utilize the social relationships among users in the review
systems. Many online review systems encourage interactions
among their users. For example, Yelp.com and Last.fm allow
registered users to form friendships; Amazon supports sending
“helpfulness” tags to reviews that a user finds useful; Epinions
and Ciao allow a user to add others in a trust list. We argue
that spam reviewers, while trying their best to pretend as
genuine users, still behave abnormally in large-scale social
interactions in general. Recruited with monetary incentives,
they are reluctant to devote a large amount of effort that is
typically required in social interactions. As a result, spammers
tend to be more isolated in the social graphs than regular active
users.

Moreover, users tend to trust those who are socially con-
nected with them more than strangers, indicating a correlation
between trust and social relationship strength among users.
Since the primary objective of review spamming is rating
manipulation, rating variance metrics seem to be effective in
distinguishing spam reviews from regular reviews. However,
due to the data sparsity problem that is typical in review
systems, the straightforward adoption of rating deviation based
detection mechanisms performs poorly. From this consider-
ation, we propose to first utilize social relations to predict
“trustworthy” ratings for items that a user has not yet reviewed.
Then, the predicted ratings will be incorporated into a model
that evaluates the quality of reviews according to rating vari-
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ances.

Rating prediction is a typical problem in recommender
systems. For instance, collaborative filtering methods are com-
monly used to predict ratings or preferences that a user would
give to target items. Moreover, trust propagation and trust
networks are used in making trustworthy predictions [11],
while trust, reputation, and similarity are combined in [12] to
improve the quality of recommendations. Recent trust-aware
recommendation approaches take users’ trust relations into
account and incorporate social relationships among users to
improve traditional recommendation systems [13]–[16]. While
a few systems let users to explicitly express the perceived trust
about other users, e.g., Epinions allows a user to add another
user to her trust list if she likes or agrees with the review
issued by this user, most of them provide indirect mechanisms
for inferring the trust, e.g., the “helpfulness” votes that a user
gives to reviews when the content is considered as useful. Our
goal is different from these approaches since we define the
concept of trust as the belief of a user in a review that it is not
a spam. Therefore, we rely on social ties that indicate strong
trust relationships than review quality or prediction accuracy.

In summary, in this paper, we propose a trust-based rating
prediction method by applying random walk with restarts in
the social graph to compute the proximity between users.
The predicted ratings combined with original ratings form a
pseudo user-item matrix, which is further used to compute a
trustworthiness score for every user for determining if the user
is a suspicious spammer. Our contributions are summarized
as: (1) We propose a method based on random walk with
restart to utilize two social relationships in rating prediction.
(2) We propose an iterative model to calculate the trustworthi-
ness of each user based on rating behaviors and trustworthy
predictions. And (3) we analyze the relationship between user’s
trustworthiness and social relationships in the rating system
and show a strong correlation exists between the two.

II. RELATED WORK

A. Review spam detection

The problem of spam review was first studied in [1]. A
supervised learning method was applied to identify duplicate
fake reviews. Later on, various methods have been proposed
based on patterns or behaviors to identify suspicious users,
such as correlated temporal anomalies [4], rating behavior [5],
and unexpectedness [17]. These methods only work if the
behavior patterns of spammers remain unchanged. However,
once the spammer is aware of these detection mechanisms, he
would react quickly to change his behavior to make behavior-
based models less effective.

Machine learning techniques have been applied in de-
tection of spamming, both classification [18] and clustering
[7] are used. The features chosen are based on subjective
observations, which would introduce bias in the detection.
So, aspects other than behavior should be taken into account.
In [6], an iterative structure-based model was proposed by
calculating three intertwined scores for reviewer, review, and
store respectively. However, they treated all links equally
and didn’t consider features on the link. Our approach, on
the other hand, not only takes users’ behaviors like rating
variance into consideration, but also uses relationship strengths

as the weights on the links for spamming detection. Besides,
we adopt the rating prediction technique in recommendation
systems to incorporate trust into our detection framework.

B. Recommender systems

Recommender systems provide suggestions about suitable
items for users based on their previous preferences and rating
behaviors. Among the various models developed, collaborative
filtering (CF) [19] has been the most successful one. Typically,
CF methods can be divided into two categories, model-based
and memory-based. In model-based methods, machine learning
techniques [20], [21] are applied on data related to users’ be-
haviors to learn models for predictions. Memory-based models
work under the assumption that users who agree in the past
will also agree in the future. Similarities are usually calculated
using cosine similarity or Pearson Correlation. For a particular
user, a missing rating is calculated by aggregating ratings from
k most similar users.

However, the standard CF method suffers from the sparsity
problem and performs poorly for cold-start users, who newly
joined the system and have few review history. Also, standard
CF method is not attack-resistant. Because of the existence of
malicious users and spamming activities, various approaches
seek to incorporate trust into the recommender system to
improve the quality and trustworthiness of predictions. Trust
and reputation were first integrated in [12], but its trust and
reputation purely rely on ratings, which limits the effec-
tiveness. Trust propagation was taken into account in [11],
[22]. However, these methods still rely on user-user similarity
and thus cannot yield accurate results for cold-start users.
Our method overcomes the sparsity problem by taking social
relationships into account to measure users’ closenesses. For
users without much review history, our approach is still able
to make trustworthy predictions as long as social relationships
exist. In this work, user-user relationships can be represented
using graphs.

C. Random walk

The formalization of a sequence of some random steps
on a graph or a web is a random walk. The relations among
items and users can be represented using graphs where objects
and relationships are represented as nodes and weighted edges
(directed or undirected) respectively. Thus, similarities and
closenesses of two nodes can be measured using transition
probabilities by applying random walks on graphs [23].

Several researches applied this idea on recommender sys-
tems. [20] proposed a random walk method to capture the
transitive similarities along the item-item matrix to alleviate
the sparsity problem in CF. However, since the type of items
may vary, it is arbitrary to say that the captured transitive
similarity would be accurate. A trust-based and item-based
model for recommender system was proposed in [24]. It used
the ratings of connected nodes directly as recommendations,
which introduced bias into the recommendations. A random
walk with restarts (RWR) method was proposed in [15] to
measure the closeness between among users, music tracks,
and tags for collaborative recommendation. This work showed
the effectiveness of modeling closenesses among nodes, but
compared with our work, we strengthened the connections
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among nodes by incorporating multiple relationships. Also,
our model runs more efficiently by focusing on only a par-
tition that contains the starting point and achieve good local
approximation.

III. OVERVIEW OF THE PROBLEM AND SOLUTION

Nowadays, many review systems provide more rich func-
tionalities than merely rating and review content. Results from
an analysis of Yelp.com’s reviews showed that when evaluat-
ing the usefulness of online reviews, profile information and
reputations of users would influence the perceived usefulness
[25]. Attributes of users are significantly associated with how
reviews are evaluated. Our preliminary study showed that, a
review should be detailed, in suitable length, balanced and
consistent in order to be perceived as helpful. In terms of
credibility, more factors of the user should be taken into
account. A credible user should be someone who uses the real
name and has a real profile picture. On the profile, the number
of friends, the number of compliments received, and whether
the user is an ”Elite” would affect the judgment. Our study
also showed that when assessing reviews, the ones written by
a friend would be considered as more trustworthy than the
ones from a stranger. In this work, we argue that users with
less or none social interactions will be more suspicious to be
review spammers than users who are socially active.

In this paper, we focus our work on Yelp.com, but our
algorithm can be extended to any social review system with
complex user interactions. Yelp aims at building a community
rather than merely being a rating platform. It provides rich
functionalities to its users. Besides writing text reviews and
assigning ratings, users can also upload photos with their
reviews or use mobile App to “check-in”. Popular and active
users can be promoted as “Yelp Elite” as a recognition of
role models on and off site. Besides, Yelp encourages users to
form social relationships and interact with each other in various
means, including following other users, sending compliments
to other users, sending private message to other users, and
tagging other users’ reviews (e.g., cool, funny, and useful), etc.
Typically, users of Yelp.com would take efforts to maintain a
positive image online. Besides writing faithful reviews, they
would also devote time to form social relationships with other
users. On the other hand, driven by financial motivation,
review spammers are hired to promote or demote their target
items. It is natural to think that they devote most of their
time into posting fake reviews and would not take much
effort interacting with other users online. Thus, they behave
very differently from normal users in the aspect of social
interactions. However, existing work on spamming detection
didn’t take this into account.

In this work, we propose an approach that integrates trust-
based rating prediction using random walk with restart and
rating deviation based iterative model for spam detection.
In the problem of spam detection, rating is an important
factor. A review’s rating about an item reflects its opinion [6].
Nowadays, spam reviews can hardly dominate the system, so
the opinions of the majority should reflect the actual quality
of an item at certain extent. Conceptually, if a large portion
of reviews of a user deviate much from the majority’s views,
it is reasonable for us to consider this user as a suspicious
spammer. Rating deviation has been used as a major feature for

spam detection [5]–[7]. However, review data on most review
systems is sparse: for many users, the number of reviews is
not large enough to derive a stable credibility. In the Yelp.com
dataset that we used in our experiment, about 80.59% users
wrote less or equal to 2 reviews and about 93.37% users wrote
less than 5 reviews. Under this circumstances, it’s necessary
to find reliable methods to make trustworthy predictions to
fill the missing entries in the sparse user-item rating matrix.
An effective solution would be applying random walks on
graphs, [20], [24] proved the effectiveness, but their models
have limitations, which are discussed in the previous section.

IV. TRUST-AWARE SPAM DETECTION

In this section, we describe an iterative model to calculate
the overall trustworthiness of all the reviewers in the system
and use it as an indicator to determine the likelihood of
being a review spammer. More specifically, we first introduce
a random walk with restart approach to infer the perceived
trustworthiness of one user for another user based on the
social relations between them, and then present our trust-based
rating prediction model to derive proximity-based predictions
to overcome the data sparsity problem. Finally, we elaborate
the design of the iterative model to compute an overall
trustworthiness score for each user as the spamicity indicator.

A. Inferring trust from social relations

The goal of this work is to detect suspicious content
and actions in online review systems with third-party user-
generated content (UGC). It is conceivable that social relations
among users can be utilized to measure the trustworthiness of a
user perceived by others and extend it to the UGC he submits.

Trust-aware recommendation systems or social collabo-
rative recommendation systems are developed based on the
assumption that users have similar tastes with other users they
trust or connect to. However, this hypothesis may not always
be true in the real world. For example, one’s friends may have
variant opinions about a same item, and thus social regular-
ization is introduced to treat friends differently based on how
similar a friend is with the target user [16]. From this aspect,
our goal is different from these approaches since we define the
concept of trust as the belief of a user in the UGC that it is
submitted by a legal reviewer but not a suspicious spammer.
Such belief can be generated from the interactions among the
users. In particular, we consider two relationships available
in our dataset collected from Yelp.com: the social friendship
that often reflects a strong tie between users with mutual
and cooperative interactions, and the unilateral compliment
relationship (similar to up-votes, helpfulness votes, etc. in other
online review systems) that does not require a confirmation
in the reverse direction. Under our definition of trust, for a
target user, the one-way compliment relationship represents
an equally trustful relationship as the two-way friendship to
other users since it indicates a subjective perception of trust.

Based on these considerations, we propose to represent the
inherent relational structure among the users in a graph G and
model the trustworthiness that a user i gives to other users as
the proximity from node i to any other nodes in G. Among
various proximity measures, we adopt the random walk with
restart (RWR) model to measure the distance between two
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(a) An example graph
with 5 nodes

(b) Converged proximity matrix

Fig. 1: Example graph with friendship and compliment rela-
tionships and its proximity matrix

nodes since RWR explores the geometry of the graph and
takes all the possible paths into account. Moreover, RWR can
model the multi-faceted relationship between two nodes, which
makes it an ideal proximity measurement for the problem we
study in this work. RWR model starts a random walk at node
i and computes the proximity of every other node to it. The
RWR proximity from node i to node j is the probability that
a random walk starting from i reaches j after infinite time,
considering that at any transition the random walk will restart
at i with a probability α (0 < α < 1) or randomly move to
another node along the link with a probability (1 - α). From
an initial state (denoted as a column vector q), the state of
node i at step k + 1 can be calculated as [15]

p
(k+1)
i = (1− α)Sp

(k)
i + αq (1)

where pk
i is the proximity vector of node i at step k with

pi(j)
k denoting the probability at step k that the random

walk is at node j, and S represents the column normalized
transition probability matrix for all nodes in the graph with Si,j

denoting the transition probability of moving from a current
state at node i to the next state at node j. From an initial
state, we recursively apply equation (1) until it converges
after l steps. Then, the steady-state transition probability pli(j)
represents the proximity from node j to the target user i.
Figure 1 illustrates a toy graph of 5 nodes and the proximity
matrix computed from the graph. As shown in the figure, a
link between two nodes denotes the bidirectional friendship
relationship and a directed arrow points to the receiver of a
compliment. Here, we treat the strengths of friendship and
compliment equally and set them both to be 1. The distribution
of pi is highly skewed such that the calculated proximity
drops exponentially with the increase in the distance between
two nodes. To speed up the computation of the proximity,
it is suggested to perform RWR only on the partition that
contains the starting point and iteratively approximate a local
estimation. To achieve a desirable (near) realtime response, we
define the neighborhood of a target node as the partition with
nodes of a maximum distance of m and restrict the iteration
number by l steps. Moreover, as different types of relations
may indicate different levels of trust, we further define link
strength for each type of relationship links and take them into
account when column normalizing the transition matrix S.

B. Trust-based rating prediction

The proximity measured from the friendship and compli-
ment relations in the RWR model demonstrates the perceived
trustworthiness of a user to others who are socially connected

with him, and thus can be used as a trustworthiness weight
in the user-based collaborative filtering approach to weight
each user’s contribution to the rating prediction. In particular,
in an online review system with |U| users and |I| items, we
model the trustworthiness of the target user a to another user
u in the system as a function of pa,u = pa(u) and adopt
Resnick’s standard prediction formula [19] to calculate the
predicted rating of user a to any item i that a has not yet
reviewed:

r̂a,i = r̄a +

∑
u∈UN (a),u �=a(ru,i − r̄u)ωa,u∑

u∈U ,u �=a ωa,u
(2)

where r̄a and r̄u are the average ratings of user a and
u, respectively, ru,i is the rating of user u to item i, and
ωa,u = f(pa,u). f(·) is a linear trust function to relate the
perceived trustworthiness with the relationship-based close-
ness. For simplicity, we consider ωa,u = pa,u in this work.
The prediction is based on the ratings to item i from all
the users in the neighborhood of the target a (i.e., UN (a))
who has reviewed i. This predicted rating aggregates the
contributions of users who are considered trustworthy by the
target user a but neglects the contributions from users with
common preference judgements in the past, which makes it
different from traditional user-based CF approaches. This is
because our goal is to find a trusted prediction of the rating
whose value falls into a reasonable range (with non-suspicious
rating variance) but not the most accurate prediction of the
rating. From this consideration, our model is more tolerant
to small inaccuracies in rating predictions than the CF model
and its variants, and thus can support several relaxations for a
better efficiency. Social relations are employed in our model
to overcome the data sparsity problem, however, it should
be noted that for users with no social interactions, it is still
impossible to predict the ratings for items that they have not
reviewed. Finally, with the trust-based predictions, we form a
“pseudo user-item rating matrix” of |U| users and |I| items
with three types of elements, the original ratings ru,i, the
predicted ratings r̂u,i and empty ratings “-”.

C. Trust-aware detection based on rating variance

In recommendation systems, rating variance that is in-
versely related to the recommendation accuracy is often con-
sidered as a confidence measurement [26]. Hybrid recom-
mendation approaches have been proposed to first adopt any
existing CF algorithm as a “black box” to predict ratings of
unrated items, and recommend the top-N items by filtering
out the ones with rating variances larger than a deviation
threshold, which can be user-specified or item-specific standard
deviation. Based on the observation that the accuracy of
predictions monotonically decreases with the increase of rating
variance [27], we propose to calculate a quality score, qi, for
every item i based on all the ratings (with both original and
predicted ones) received on i, denoted as Ru,i, as well as the
item-specific rating variance. In particular, Ru,i is from the
pseudo user-item rating matrix, which is either ru,i or r̂u,i. A
straightforward approach is illustrated in an iterative model as
below:
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qi =

∑|U|
u=1 Ru,ivu,i∑|U|

u=1 vu,i
(3)

where vu,i is a rating-variance-based vote defined as:

vu,i =

{
1, |Ru,i − qi| ≤ Δ

0, |Ru,i − qi| > Δ
(4)

Here, Δ is the deviation threshold defining the maximum
acceptable rating variance for any trust-based rating predica-
tion that is considered accurate. The value of Δ can be selected
arbitrarily from a suggested range or defined as the standard
deviation to model the worst case scenario. With a large Δ,
ratings of any arbitrary reviews are more likely to be included
in the quality estimation of an item. On the contrary, when
the Δ is small, the quality estimation is more likely to be
biased. In hybrid recommendation systems, it is commonly
suggested to select Δ in a range from 0.8 to 1.2 [27]. As
discussed in section IV-B, our model is less sensitive to rating
inaccuracy than CF based approaches, therefore, we suggest
to tolerate a reasonably larger inaccuracy with a large Δ in
order to incorporate more trusted ratings. In the experiment,
we learned the value of Δ (=2.011) from a small set of labeled
data.

The total number of votes received by a user reflects
the trustworthiness of the user by taking into account both
social relational structure with all the neighboring nodes and
the rating deviations of all the items rated by the user and
his neighbors. Therefore, it is natural to derive an overall
trustworthiness score, ωu ∈ [0, 1], for any user u in the system:

ωu ←

∑n

i=1
vu,i

#ofreviews(u)

maxa∈U (
∑n

i=1
va,i

#ofreviews(a) )

(5)

where ωu is defined as the per-review vote count normalized by
the maximal per-review vote count among all the users. This is
to limit the impact (and the potential bias) of less active users
who only reviewed a small number of items on the estimated
item quality. The overall trustworthiness score ωu is updated
iteratively each round according to the deviation-based votes.
To incorporate the trustworthiness into item quality estimation
defined in Equation (3), we re-define it as the weighted quality
score:

qi =

∑|U|
u=1 Ru,iωu∑|U|

u=1 ωu

(6)

We describe the process of the iterative model in Algorithm
1. Finally, the overall trustworthiness scores for all users
calculated from the iterative model are used as indicators to
distinguish regular reviewers and the potential spam reviewers.
In particular, users with ωu ≤ τL is considered as spammers
and users with ωu ≥ τU is considered non-spammers, where
τL and τU are pre-selected lower and upper thresholds. In the
next section, we will discuss the detection results based on
experiments over a dataset of 50,304 reviews collected from

a representative online review system, Yelp.com, and evaluate
the performance of our trust-aware iterative detection model.

Algorithm 1 Iterative model to calculate the overall trustwor-
thiness

Input:
Sets of items I and users U ;
Initial ωu for all users in U ;
Rating deviation threshold Δ;

Output:
Item quality scores qi for all items in I, overall trustwor-
thiness scores ωu for all users in U ;
repeat

Compute the quality scores for all items using (6)
Count trust votes and compute per-review vote counts for
all users using (4)
Update the overall trustworthiness score using (5)

until converged

V. EXPERIMENTS & EVALUATIONS

In this section, we first introduce the dataset we use in
the experiments, and then present the experiment results for
evaluations.

A. Data collection and dataset

In the proposed iterative model, we consider social relation-
ships among the users and calculate the proximity to a target
user as an indicator of the perceived trust. Since there is no
publicly available dataset that includes both reviews and social
relationships (e.g., friendships and other uni- or bi-directional
relationships), we have collected data from Yelp.com, a widely
used online review system known mainly for restaurant re-
views, for experimentation. We have crawled approximately 9
million (9,314,945) reviews submitted by 1,246,453 reviewers
for 125,815 stores in 12 cities in the United States between
2004 and 2013, and completed the entire data collection
process by March 2013. In this work, we extracted a smaller
dataset of the city of Palo Alto, CA, with 300 stores, 22,877
users, and 50,304 reviews, and conducted experiments over
this dataset.

B. Experiment results and evaluations

1) Trust-based rating predictions: We applied our trust-
based rating prediction with RWR algorithm on three social
graphs that include compliment relationship only, friendship
only, and the two-faceted relationship, respectively, and com-
pare the resulted prediction accuracy with a baseline approach
that adopts the user-based collaborative filtering model. For
performance evaluation, we consider two metrics, the Mean
Absolute Error (MAE) and the Mean Absolute User Error
(MAUE), defined as below:

MAE =

∑|U|
u=1

∑|Iu|
i=1 |r̂u,i − ru,i|∑|U|
u=1 |Iu|

(7)

and

MAUE =

∑|U|
u=1(

∑|Iu|
i=1 (r̂u,i − ru,i)/|Iu|)
|U| (8)

730730



Fig. 2: Comparing prediction accuracy of the proposed model
using three social graphs and the baseline CF approach

where Iu is the set of items on which user u has both actual
and predicted ratings, denoted as ru,i and r̂u,i, respectively.
From definitions, MAE measures the average absolute devi-
ation between users’ predicted ratings and actual ratings on
the items in the evaluation set [28]. Different from MAE,
MAUE denotes the average of the mean errors of all users [11].
We compare the performance of four approaches in terms
of their MAEs and MAUEs and show the results in Table I
and Figure 2. Obviously, our proposed method outperformed
the baseline CF method under both metrics. Let us further
compare the performance of the proposed trust-based rating
prediction using RWR in three social graphs. While all three
groups of relationships yield very close MAEs and MAUEs
denoting similar performances in prediction accuracy, the two-
faceted relationship that combines compliments and friend-
ships achieves the best performance, while the compliments-
only approach performed worst among the three. This is
consistent with our expectations since friendship is a stronger
relationship due to bilateral agreements from both sides. The
results also showed that the predicted ratings are accurate es-
timations of user’s opinions that are derived in a collaborative
means.

Methods
Metrics

MAE MAUE

Standard CF 1.5672 1.5956

Compliments-only 0.8232 0.6423

Friendships-only 0.7934 0.6033

Two-faceted 0.7921 0.5985

TABLE I: Comparing prediction accuracy of four approaches
using MAE and MAUE

Fig 3 shows further details about the distribution of rating
variances and the average MAE. As shown in the figure, we di-
vided the rating deviation into 9 ranges and compare the predi-
cation accuracy of standard CF and RWR on compliments-and-
friendships graph. It is obvious that our method outperformed
standard CF since a large number of predicated ratings fall
into the ranges with smaller deviations. The potential causes
of why the standard CF did not yield a satisfying performance
will be discussed in Section VI.

2) Overall trustworthiness scores: In the experiment, the
initial trustworthiness ω score for all users were set to 0.5. The

Fig. 3: Average MAE and rating deviation distribution

Fig. 4: CDF plot of the overall trustworthiness score ωu

model iteratively follows the process shown in Algorithm 1.
The algorithm is considered converged when the summation
of the differences of all ω is less than or equal to ε = 0.05.
The deviation threshold Δ is learned from a small set of
labeled data using a discretization method - Recursive Minimal
Entropy Partitioning (RMEP) [29]. The small dataset was
manually labeled by three graduate students independently.
The threshold learned was 2.011. The cumulative distribution
function (CDF) of the overall trustworthiness scores is shown
in Figure 4. From the figure, we see that about 11.52% of the
users have trustworthiness scores less or equal to 0.5; 16.91%
of the users have trustworthiness scores less or equal to 0.9. So
about 80% of the users have high trustworthiness scores larger
than 0.9. The results seem reasonable since most of the users
in the system should be normal users rather than suspicious
spammers, no matter how subjective their ratings are.

In order to show the correlation between social relation-
ships and trustworthiness scores, we divided the number of
relationships (both friendship and compliment) into 7 consec-
utive ranges in the ascending order. The relationship between
the number of relationships and the percentage of users, with
trustworthiness scores below or above 0.5 and 0.9, respectively,
is shown in Figure 5 and Figure 6. It is obvious that the ratios
of users with high trustworthiness scores increase along with
the increase of the number of relationship links. It supports a
conclusion that users who are more socially-active have higher
overall trustworthiness scores.
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(a) % of users with ω < 0.5

(b) % of users with ω > 0.5

Fig. 5: The relationship between the overall trustworthiness
score and the number of friends when ω is larger or smaller
than 0.5

3) Evaluations: For evaluating the experiment results, we
adopt the idea presented in [5]. We first ranked all users
based on their trustworthiness scores in a descending order
and selected the top-40 users and bottom-40 users. Then, we
mixed all the selected users together so that the results to be
evaluated demonstrate no relationship between the order and
the trustworthiness scores. All related reviews of the selected
users were retrieved from the dataset for evaluation. Two
human evaluators were recruited for evaluation. They were all
instructed with the background of review spam detection and
the evaluation criteria. The content of this task was to read
the reviews and manually assign a binary label of whether
a user is suspicious or not based on their best judgments.
The process was conducted independently between the two
evaluators. Results showed that both evaluators detected less
suspicious users but more normal users than the model did. The
agreement between evaluators was higher than the agreement
between the evaluators and the model.

VI. DISCUSSIONS

Our experiment results showed that the standard CF method
is not as effective as expected, with various possible reasons.
First, one of the weaknesses of CF is that it is not attack-
resistant [11], [30]. When review spammers post fake reviews

(a) % of users with ω < 0.9

(b) % of users with ω > 0.9

Fig. 6: The relationship between the overall trustworthiness
score and the number of friends when ω is larger or smaller
than 0.9

on the system, the ratings of fake reviews significantly affect
the overall rating of the target items and mislead other users.
As a result, it is difficult for the CF model to achieve the
expected accuracy. Moreover, these ratings deviate largely
from the majority. For their aspect, most of users have a
negative similarity with them. Therefore, the rating predicted
for them is not accurate, which further affects the overall
performance of the CF model. Our model, on the other hand,
works under the assumption that review spammers tend to be
socially inactive. Many of them would be isolated or barely
connected with other users in the system. Our prediction
model only aggregates the ratings from trusted users, which
potentially filters out the influence of spammers.

The second possible reason is that CF cannot address cold-
start users, which are users just joining the system with little
review history. Relying on similarities to make predictions, CF
is not effective for cold-start users because the similarities for
them are not reliable. However, on Yelp.com, users are notified
when their friends on Facebook or other social networks are
registered. As a result, cold-start users without much review
histories may have many social relationships to support our
model. In other approaches of spam detection, data of these
users are typically removed from datasets since it would be
difficult to judge whether they are spammers or not. However,

732732



our model can still effectively take them into account as long
as social relationships exist.

Interestingly in our experiment results, some users with
no social relationship still achieved a high trustworthiness
score. This is because we assume spammers have less social
relationships, but not vice versa. It does not necessarily mean
that users with limited social relationships are suspicious.
If a socially-lazy user whose opinions on different items
always agree with the majority, he should be considered as
not suspicious. While other models either remove these cases
from their detection or perform poorly, our model detects the
socially-lazy user with a high accuracy.

VII. CONCLUSION

In this paper, we study the problem of detecting review
spammers using contextual social relationships that are avail-
able in several online review systems. We first present a
trust-based rating predication algorithm using local proximity
derived from social relationships, such as friendships and
complements relationships, using the random walk with restart.
We then incorporate the predicted ratings into a pseudo user-
item matrix to overcome the sparsity problem and compute
the overall trustworthiness score for every user in the sys-
tem, which is used as the spamicity indicator. Experiments
on the collected Yelp dataset show that the proposed trust-
based prediction achieves a higher accuracy than standard CF
method. Results also show a strong correlation between social
relationships and the computed trustworthiness scores.
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