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With the increasing popularity of online review systems, a large volume of user-generated content becomes
available to help people make reasonable judgments about the quality of services and products from unknown
providers. However, these platforms are frequently abused since fraudulent information can be freely inserted
by potentially malicious users without validation. Consequently, online review systems become targets of
individual and professional spammers, who insert deceptive reviews by manipulating the rating and/or the
content of the reviews.

In this work, we propose a review spamming detection scheme based on the deviation between the aspect-
specific opinions extracted from individual reviews and the aggregated opinions on the corresponding as-
pects. In particular, we model the influence on the trustworthiness of the user due to his opinion deviations
from the majority in the form of a deviation-based penalty, and integrate this penalty into a three-layer trust
propagation framework to iteratively compute the trust scores for users, reviews, and review targets, respec-
tively. The trust scores are effective indicators of spammers, since they reflect the overall deviation of a user
from the aggregated aspect-specific opinions across all targets and all aspects. Experiments on the dataset
collected from Yelp.com show that the proposed detection scheme based on aspect-specific content-aware
trust propagation is able to measure users’ trustworthiness based on opinions expressed in reviews.
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1 INTRODUCTION

The increasing popularity of online collaborative platforms has tremendously facilitated online
interactions and information sharing. As a result, a vast amount of user-generated content (UGC)
has been made available online. For example, TripAdvisor.com, which specializes in travel-related
services, has reached 315 million unique monthly visitors and over 200 million reviews. Yelp.com,
which is known for restaurant reviews, has a total of 71 million reviews of businesses and a
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monthly average of 135 million unique visitors to the site. This plethora of data provides a unique
opportunity to the formation of “aggregated opinions,” which help people to make reasonable
judgments about the quality of service/product of an unknown provider. However, since such
platforms can be easily abused, the quality of UGC is often problematic. A non-negligible portion
of online reviews is unfairly biased or misleading. To make things worse, deceptive reviews have
been purposely inserted into the online review systems by individual or professional spammers [9,
22, 34, 72]. A recent study on Yelp [38] showed that about 16% of restaurant reviews are flagged
by Yelp’s review filter as “not recommended.”

With a goal to mislead people and manipulate their decisions, opinions expressed in such re-
views often deviate significantly from the fact. This is known as online review spamming. Jindal
et al. first identified this problem in [22]. Compared with other forms of spamming, such as web
spams and email spams, the review spamming is much more difficult to detect. The content of spam
reviews does not contain clear clues about spamming, such as a malicious URL or a malicious at-
tachment. Therefore, it is difficult to establish the “ground truth” that distinguishes spam reviews
from normal reviews [45, 52, 71, 72]. Some studies recruited people from Amazon Mechanical Turk
to create synthetic spam reviews. However, these approaches were criticized because the quality
of the tasks completed on crowd-sourcing platforms is often lower than expected and the selected
Turkers’ behavior may not resemble spammers’.

Review spamming detection is a challenging problem. To address this problem, many online
review systems adopt deterrence-based or reputation-based detection approaches. For example,
the “Verified Purchase” mechanism of Amazon.com allows only customers who actually made the
purchase to post reviews. A more generally adopted approach is the “review of the review,” which
allows users to rate a review or vote for its “helpfulness,” and uses the ratings or vote counts
as a measure to assess review quality. While these mechanisms provide additional information
about how helpful or trustworthy a review is, their limitations are also obvious. Similar to re-
views, the “review of review” is a subjective judgment and itself can also be faked. Moreover, it
often suffers from inadequate user participation. Surveys show that only a small portion of users
provides reviews online. Furthermore, among thousands of views of a review, only a few readers
provide feedbacks. As a result, a large amount of reviews has no helpfulness or usefulness rating
at all.

On the other hand, detection-based mechanisms are considered more suitable since spamming
activities often demonstrate certain patterns. Many learning-based schemes have been proposed
to identify deceptive reviews and reviewers from textual features [22, 47, 52], temporal features [9,
77], spammers’ individual or group behavior patterns [32, 47, 72], and sentiment inconsis-
tency [49]. The rationale behind these approaches is twofold. Along the first direction, detection
models rely on the deviation in rating behaviors. Since the objective of opinion spammers is to
alter users’ perception of the quality of the target, they often generate a large amount of reviews
with extreme ratings using different accounts. In this way, spammers can significantly distort the
mean rating. So, the detection focuses on rating-based features that reflect the deviation from
the aggregated rating (or the majority view) [1, 34] and other rating behaviors (e.g., change
of average rating over time, change of average ratings across groups of users). While these
approaches have been used with success, they can be easily gamed by spammers who evolve
to avoid extreme rating behavior. Along the second direction, detection schemes rely on text
features, such as duplicated texts [22, 47], psycholinguistic deceptive characteristics [52], and so
forth. These approaches use spam reviews that are manually identified or created to train the
classifiers, which introduce expensive labeling costs. To make things worse, automated spam
review generators based on deep learning have been proposed recently [80], which leverage text
features used in spam detection for spam generation.
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In this work, we propose to use the inconsistency in opinions expressed in one’s review and the
consensus opinions shared by a group of anonymous users to determine the trustworthiness of
a review and its reviewer. This is inspired by the approaches that identify opinion spams whose
ratings are inconsistent with the opinions expressed in the review text [34, 49]. Moreover, we target
spams that are carefully crafted to evade existing detection mechanisms, rather than the ones with
simple duplication or obvious deceptive cues. An important assumption in our approach is that
in a healthy review system, benign users should always outnumber spammers, which is also the
assumption of any reputation-based systems. Therefore, the aggregated opinion from a majority
vote should reflect the actual quality of service/product on every aspect. Although the majority
views have some limitations in extreme cases, such as inertia against sudden change of quality, we
assume that in most cases the majority view reflect the facts effectively.

Our scheme takes multiple deviation indicators into consideration and integrates the deviations
across all aspects to obtain an overall deviation. In particular, we present two approaches to extract
aspect-specific opinions. In the first approach, we trained a classifier with a small labeled dataset
using supervised learning [78]. While achieving a high accuracy, it is costly due to data labeling and
rigid as the aspect categories need to be predetermined. To overcome the limitations, we developed
an unsupervised approach to extract aspects from review content. To effectively integrate the
aspect-specific indicators, we adopt a three-layer trust propagation framework, which was first
proposed in [70], to calculate trust scores for users, reviews, and the aspect-specific opinions of the
target (called “statement”). Using the extracted opinions as input, the three-layer trust propagation
framework iteratively computes the trust scores and propagates them among users, reviews, and
statements. The converged trust score reflects the overall deviation of a user from the aggregated
opinion across all the aspects and all the reviewed targets, which we believe is a strong indicator
of trust to distinguish regular users and spammers.

The contributions of this article are threefold: (I) We propose a novel aspect category-
specific opinion indicator as a content-based measure to quantify the quality and trustworthiness
of review content. We focus on detecting carefully composed opinion-wise deviated spam reviews,
rather than typical spam reviews that can be easily detected using existing behavior-based or
rating-based methods. (II) We propose a three-layer trust propagation model based on the inter-
twined relationships between three types of nodes: users, reviews, and statements. Compared to
other link-based approaches [72] that utilized behavioral features such as rating deviation, our
system takes opinions of multiple aspect categories extracted from review content into account,
which captures the opinions expressed by users directly. And (III) we develop an effective iterative
computational framework for three concepts that model the level of trustworthiness of the three
types of nodes, namely, honesty of users, faithfulness of reviews, and truthfulness of statements.
Compared to iterative frameworks like [70, 72], our framework is not only based on the reinforce-
ments between the three concepts, but also on the level of consensus between individual opinion
and aggregated opinion.

The rest of the article is organized as follows. Section 2 introduces the problem and provides an
overview of our solution. We define aspect-specific opinion indicators in Section 3 and present the
three-layer trust propagation framework in Section 4, followed by experiments and evaluations in
Section 5. Finally, we review the related works in Section 6 and conclude in Section 7.

2 THE PROBLEM AND THE OVERVIEW OF OUR SOLUTION

Rating deviation is widely used in previous review spamming detection approaches. It is a strong
indicator of spamming, since the primary goal of the spammers is to promote or demote the tar-
get entity by increasing or decreasing its average rating dramatically. However, rating deviation-
based detection scheme can be evaded. For example, the spammers can regulate their behavior by

ACM Journal of Data and Information Quality, Vol. 11, No. 3, Article 11. Publication date: June 2019.



11:4 H. Xue et al.

avoiding inserting extreme ratings within a short period to change their temporal rating patterns.
To tackle this problem, we propose an opinion deviation-based trust indicator as a new detection
feature, which is robust to detection evasion.

Obviously, in an online review, the opinion of users is expressed not only in the rating of the
review, but also in the review content. Some previous approaches compare the sentiment extracted
from the content of a review with its rating to look for inconsistent opinions, and use it to detect
spam reviews. However, since conflicting opinions may be expressed in the reviews, these ap-
proaches are limited due to the poor performance of sentiment analysis especially when conflicts
exist. Therefore, in this work, we propose to treat a review as a set of ratable aspects with corre-
sponding sentiments. Since conflicting opinions in a review often regard different aspects of the
target entity, by dividing the review into sets of words regarding different aspects, our approach
can effectively address this problem. To do so, we first conduct opinion mining on the content of
each review to extract the opinions on a set of aspects. In particular, we propose a supervised-
learning-based approach and an unsupervised-learning-based approach to extract opinions across
a set of aspects from a dataset of reviews collected from Yelp.com. Since the extracted opinions
are on multiple aspects, we can group opinions from different users on the same aspect of the
target and compute the aggregated opinion, which highly likely reflects the “fact” (e.g., the actual
quality of the reviewed entity on this aspect). Therefore, the deviation of a user’s opinion from the
aggregated opinion may reflect her trustworthiness.

To measure the influences on users’ trustworthiness due to opinion deviation, we propose a
three-layer trust propagation framework to compute the overall influences across multiple entities
and aspects. The higher the score is in the final output, the more trustworthy an entity is (user,
review, or statement); the details are discussed in Section 4. As shown in Figure 1, ui represents
a user, ri represents a review, and ei represents an entity (e.g., a restaurant). Given an application
domain, users may be interested in only a few abstract aspects categories about the targets. For
example, in restaurant reviews, users are more interested in the food flavor and quality, price,
service, atmosphere, and so forth. In product reviews, users are more concerned about quality,
lifetime, price, and so forth. Each aspect category may consist of more specific aspects, which can
be directly extracted by our opinion mining algorithm. We use aci, j to represent the j-th aspect
category of entity ei . Then, we construct statements for each entity. Each statement is an opinion on
a particular aspect category of the entity, for example, “restaurant1-food-positive” is a statement
that expresses the “positive” opinion toward the aspect category “food” of entity “restaurant1.”

For ease of presentation, we list the notations of terms and their meanings in Table 1. Some of
the terms will be defined in later sections.

3 ASPECT CATEGORY SPECIFIC OPINION INDICATOR

Existing content-based detection approaches take textual content of a review as input, which often
use word-level features (e.g., n-grams) and known lexicons (e.g., WordNet [43] or psycholinguistic
lexicon [34]) to learn classifiers that identify a review as spam or non-spam. To train the classi-
fier, costly and time-consuming manual labeling of reviews is required. Due to the subjectiveness
of human judgment and personal preferences, there is no readily available ground truth of opin-
ions. Therefore, a high-quality labeled dataset is difficult to obtain. Some existing works adopt
crowdsourcing platforms such as Amazon Mechanical Turk to recruit a human labeler; however,
it is pointed out that the quality of the labeled data is very poor. Different from these approaches,
our opinion spam detection scheme utilizes the deviation of the majority opinion. Although biased
opinions always exist in UGC, we argue that a majority of users may be biased but honest, instead of
maliciously deceptive. This is based on an overarching assumption regarding reviewer behaviors—
that is, the majority of reviews are posted by honest reviewers, as recognized by many existing
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Table 1. Notations of Terms and Concepts

Notation Definition
u a user
r a review
s a statement
e an entity
ai the i-th aspect word
aci the i-th aspect category
li the i-th sentiment label

aou,e the aggregated opinion of user u to entity e
o an opinion vector
os an opinion status vector

h (n) (ui ) honesty score of user ui in round n
f (n) (ri ) faithfulness score of review ri in round n
t (n) (si ) truthfulness score of statement si in round n
δ (n) (ui ) average deviation of user ui in round n
ξ (ui , r j ) the confidence of ui on ri about the target entity
ρ (ri , si ) the relevance of ri to si

works on opinion spam detection [1, 34, 49]. A news report [50] states that it is estimated that
among online hotel reviews, between 1% and 6% of positive reviews are fake. A recent study shows
that about 16% of the restaurant reviews on Yelp are filtered by Yelp’s filter [38]. The fact that the
functionality of the online review systems depend on the well-being of systems themselves make
it barely possible for spammers to dominate the review systems. We argue that if this assumption
does not hold, online peer review systems will be completely broken and useless. Furthermore,
hiring a huge number of spammers to dominate the opinions of the review systems is very costly
and infeasible. As a result, we propose to use the majority opinions as the “ground truth.”

3.1 Aspect-Based Opinion Extraction

Existing work [13, 18, 40, 46, 55] on opinion mining studies opinions and sentiments expressed
in review text at document, sentence, or word/phrase levels. Typically, the overall sentiment or
subjectiveness of a review (document-level) or a sentence of a review is classified and used as a text-
based feature in spam detection. However, we consider these opinions are either too coarse or too
fine-grained. For example, opposite opinions are commonly expressed in an individual review—it
may be positive about one aspect of the target entity but negative about another. This is difficult to
capture using the document-level sentiment analysis. Therefore, the derived review-level majority
opinion is inaccurate and problematic.

Another direction of approaches proposes to use opinion features that associate opinions ex-
pressed in a review with specific aspects of the target entity [16, 49]. Intuitively, these opinion
features are nouns or noun phrases that typically are the subjects or objects of a review sen-
tence. For example, in the below review, the underlined words/phrases can be extracted as opinion
features.

“This place is the bomb for milkshakes, ice cream sundaes, etc. Onion rings, fries, and all other “basics”
are also fantastic. Tuna melt is great, so are the burgers. Classic old school diner ambiance. Service is
friendly and fast. Definitely come here if you are in the area . . . ”
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In some cases, users may comment on a large number of specific aspects about the target entity.
The derived opinion features are too specific and too fine-grained to form a majority opinion
on each feature, since other reviews about the same target may not comment on these specific
features. However, from the above example, we can see that opinion features such as “milkshakes,”
“fries,” and “burgers” are all related to an aspect category “food.” If we define a set of aspect
categories, opinion features about a same or a similar high-level concept can be grouped together.

Consider a set of reviews (R), which are written by a group of users (U) about a set of entities (E).
Each review r ∈ R consists of a sequence of words {w1,w2, . . . ,wnr

}. Then, we can define a set of
m aspect categories ac = {ac1,ac2, . . . acm }, where each aspect category aci covers a set of aspects
ai that represent the same concept. For each aspect, correspondingly there is a sentiment polarity
label l = {l1, l2, . . . lk }. As a result, for each review r , we can extract a set of aspect-sentiment tuples
<ai , li>. By aggregating the tuples that belong to the same aspect category together, we get the
the aggregated opinion for each aspect category <aci , li>. Combining aggregated opinions for all
commented aspect categories, a final aggregated opinion aou,e = {<aci , li>} is used to represent
the aspect category-specific opinions of a user u toward a target entity e .

Typical sentiment polarity labels include “positive,” “negative,” “neutral,” and “conflict” [13, 58].
The “conflict” label captures inconsistencies within a review but does not provide any information
about the inter-review consistency, therefore we do not consider this label in our model.

In this work, we use Yelp reviews as our dataset to study the credibility of users and their reviews.
We present two approaches for opinion extraction: supervised learning based and unsupervised
learning based. We first started with supervised learning methods as it is fast and simple. With
data labeled with aspect categories and corresponding sentiment, identifying the aspect-sentiment
tuples is quite straightforward. However, its limitations are also obvious. First, getting data labeled
requires human labor and is time-consuming. Second, the number and type of categories are
predefined due to the labeled data and the type of data can be applied on is also limited. The effort
of adding a new category is often costly as it usually requires re-labeling the data. On the other
hand, with unsupervised learning, we gain the flexibility of identifying opinions expressed in more
aspect categories and the entire opinion mining process can be automated with minimal human
intervention. Although the unsupervised method may cause some loss of accuracy in terms of as-
pect category compared to the supervised method, we can tolerate some inaccurate classifications
as our proposed framework does not rely on output from a single category. Note that the output of
these two types of methods is different, thus the results of the two approaches cannot be combined.

3.2 Supervised Opinion Extraction

The study in [13] identifies six categories for restaurant reviews, food, price, service, ambience,
anecdotes, and miscellaneous for review classification. We followed up the idea and define a small
set of aspect categories including four meaningful aspects food, price, service, and ambience for
restaurant reviews. We treat the opinion extraction as a classification problem and adopt the Sup-
port Vector Machine (SVM) supervised learning model for opinion extraction. We use the SemEval
dataset [58], which is a decent-sized set of labeled data for restaurant reviews, to train our classi-
fier (see more details in Section 5). Our goal is to identify an adequate number of aspects that are
commonly expressed in reviews so that we can construct a credibility indicator from the aggre-
gated opinions. In fact, too many over-specific aspects complicate the credibility computing model
instead of improving it. For example, consider the review below:

“This place is the bomb for milkshakes, ice cream sundaes, etc. Onion rings, fries, and all other “basics”
are also fantastic. Tuna melt is great, so are the burgers. Classic old school diner ambiance. Service is
friendly and fast. Definitely come here if you are in the area . . . ”
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The words with an underline are aspects that belong to the category “food.” If we consider
every single ratable aspect word as an aspect category, too many categories will exist. It is helpful
to construct the aspect-specific indicators if we consider aspects that represent the same concept
separately. Therefore, we mainly focus on the four high-level aspect categories rather than more
specific aspect categories.

Besides the four major categories, we combine all other aspect category labels as a fifth category,
miscellaneous. Also, using miscellaneous also helps improve the quality of classifications of the first
four categories (i.e., food, price, service, and ambience) as the classifier will not misclassify some
irrelevant aspects into those four categories. We first applied the trained classifier on reviews with
sentence-level to identify the aspect categories each sentence is about. Note it is possible that a
sentence is about multiple aspect categories. For example, the sentence The burger here is pretty
good but the price is a bit expensive talks about two aspect categories, food and price.

Next, we conduct the aspect-specific sentiment classification upon the classified aspect-specific
sentences to obtain aspect-specific sentiment polarities. For each category, the classification is
conducted independently. For example, to determine the sentiment polarities of the “food” cate-
gory, we conduct a sentiment classification upon all sentences that have been classified into the
category “food,” and determine the aspect-sentiment tuples: “food-positive,” “food-negative,” and
“food-neutral.”

3.3 Unsupervised Opinion Extraction

While the supervised approach can directly identify the aspect categories from a sentence or a
review, the approach using unsupervised learning consists of several steps.

Opinion Extraction with Dependency Relations. Rather than directly assigning classification
labels to a review, the aspect-specific opinions need to be explicitly identified. As mentioned earlier,
the objects (i.e., the aspect ai in the tuple) of an opinion feature are usually expressed as nouns
or noun phrases. On the other hand, the modifiers (i.e., the sentiment label li in the tuple) are
usually expressed as adjectives, adverbs, or verbs with sentiment orientations. Thus, the aspect-
sentiment tuple can be identified to search for certain patterns of POS tags. However, the object
and corresponding modifier may not necessarily occur close to each other in a sentence. Manually
defining POS tag patterns can be costly and inaccurate. Thus, in this work, we used dependency
relations [41] to parse and extract the qualified expressions.

A dependency relation is an asymmetric binary relationship between a term called head or gov-
ernor and another term called modifier or dependent [41]. As suggested in [76, 79], we decided
to use three types of dependencies, including “nsubj,” “amod,” and “dobj” in the opinion extrac-
tion process, denoting subject-predicate relations, adjectival modifying relations, and verb-object
relations, respectively.

Aspect Categorization. Unlike supervised method, in which labels of aspect categories are
directly assigned by the classifier, unsupervised method requires to group the extracted aspects
that are semantically similar into aspect categories. There are many ontology-based lexical tools
like WordNet [43] that provide the synonyms of words. However, the limitation of these tools
is that the concept-based synonyms provided are predefined and fixed. Also, a word usually has
more than one “sense” (treated as polysemy), calculating semantic similarity needs to find the
correct sense manually, which cannot be processed in an automatic manner. Another difficulty
is that the semantic similarities sometimes only exist in a certain context, for example, “steak”
and “egg” are semantically similar only in the context of restaurant reviews. Without the context,
“steak” is more related with meat while “egg” is more related with bird. In online reviews, this is
often the case with ratable aspects. Thus, the semantic similarity cannot be acquired from some
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predefined tools but needs to be learned directly from the reviews. Topic modeling approaches
are able to group words in topics based on textual data, but the topics are usually not coherent
enough to be used as aspect categories.

In the field of Natural Language Processing (NLP), the existing work that studies semantic rep-
resentation of words usually works under the assumption that words occurring within similar
contexts are semantically similar [17]. Vector-based models have been successful in representing
the semantic relationships among words. Conceptually, mapping words or phrases to vectors are
known as word embeddings. Models such as word2vec [42] and GloVe [57] have proved their ef-
fectiveness and outperformed simple models in many NLP tasks.

In this work, we used the word2vec model to learn the word embeddings of all words occurred
in the reviews. With vector representations of aspects learned from the review, it is much easier to
compute the similarities. Intuitively, aspects that occur in similar context will have similar embed-
dings. To group aspects into categories, we applied K-means, a widely used clustering algorithm
that is able to partition the data into k clusters based on feature similarity. We used the learned
word embeddings of all aspects as the features for K-means as the word embeddings capture the se-
mantic similarities well enough. The output clusters represent the aspect categories learned based
on the semantic similarities captured from the reviews.

Sentiment Orientation of Modifiers. After aspects are categorized, the next task is to assign a
sentiment label (i.e., li ) to the corresponding modifiers extracted from the dependency relations.
Although we also obtained the word embeddings of the modifiers using word2vec, we cannot apply
a clustering algorithm to group them into different sentiment labels. When word2vec is trained, the
sentiment orientation is not embedded in the training process, thus the obtained word vectors do
not contain information about the sentiment polarity. Actually, modifiers with opposite sentiment
polarities will both co-occur with certain target words frequently. For example, “expensive” and
“cheap” are of opposite sentiment polarities in terms of price. However, they may both occur in a
similar context. As a result, the similarity between their word vectors is high. If we apply K-means
on the word embeddings of the modifiers, “expensive” and “cheap” will be grouped in the same
cluster even though they have the opposite sentiment polarity for price.

Instead of utilizing the word embeddings with K-means, we used a widely adopted opinion
lexicon [18] to identify positive and negative modifiers. The lexicon contains two lists of words,
one with 2,006 positive words and the other with 4,783 negative words. For each extracted modifier,
if it is included in one of the lists, we assign the corresponding sentiment label to it. If the modifier
is not included in either of the lists, we ignore it. Note, there is no list of words for the sentiment
orientation “neutral”; we will only have two types of sentiment labels in this unsupervised-based
setting: “positive” and “negative.”

3.4 The Opinion Vector and Quality Vector

To use the extracted opinions for further analysis, we define an opinion vector o = [o1, . . . ,o5]
to capture aspect-specific opinions and their sentiment polarities. Each element of the opinion
vector corresponds to an aspect of food, price, service, ambience, and miscellaneous, respectively.
Sentiment polarities are represented by element values, where a positive sentiment is denoted
by “+1,” a negative sentiment is denoted by “−1,” and neutral is denoted by “0” (if provided).
Since a statement may not necessarily express an opinion about an aspect, we distinguish no
opinion expressed from a neutral opinion by defining a corresponding opinion status vector os.
For example, if a statement expresses three opinions, positive about food, neutral about price, and
negative about service, its opinion vectors are o = [1, 0,−1, 0, 0] and os = [1, 1, 1, 0, 0].

With the opinion vectors, we can aggregate the opinions on multiple aspects from all review-
ers of an entity to form four aspect-specific aggregated opinions. While aspect-specific opinions
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are subject judgments and thus can be biased, the aggregated aspect-specific sentiments are highly
likely to reflect the true quality of the entity from a specific aspect. This is because individual biases
are typically smaller aspect level than at document level, which is more affected by the weights
subjectively assigned by individuals to multiple aspects. In this sense, aspect-level bias can be
corrected by the majority view if the review amount is adequate. Furthermore, comparing with
rating, aspect-specific opinions are more difficult to be tampered by opinion spammers, whose re-
view texts are likely to be pointless, wrongly focused, or brief. Finally, the aggregated sentiments
are robust to correct the inaccuracy introduced by opinion mining models. Opinion mining often
suffers from precision problems, but our goal is to decide if the overall aspect-specific opinion is
positive, neutral, or negative. Although each individual input incurs a small uncertainty, the chance
to affect overall value is very small. Based on these considerations, we derive the aggregated as-
pect category-specific opinion vectors as oagg = [oaдд1 , . . . ,oaдд5 ] and osagg = [osaдд1 , . . . ,osaдд5 ],
where

oaддi
=

⎧⎪⎪⎨
⎪⎪
⎩

1, avдi ∈Ai
(oi ) ≥ θp

−1, avдi ∈Ai
(oi ) ≤ θn

0, otherwise.
(1)

In this way, the aggregated sentiment polarity of each aspect is mapped to the positive, neu-
tral (not included with opinions extracted using unsupervised method), and negative labels based
on the averages. The aggregated aspect category-specific opinion vector is considered a quality
vector, which can be used to determine the credibility of a user statement. Intuitively, a statement
is more credible and of higher quality, if it expresses a consistent opinion with the aggregated
opinion about one aspect of the target entity, and thus the reviewer is considered more honest and
trustworthy.

4 CONTENT-BASED TRUST COMPUTATION

We compute the aggregated aspect-specific opinion vector as a quality measure and use the indi-
vidual aspect-specific opinion vector as a credibility (or trust) measure. To integrate trust measures
across multiple users and multiple entities, trust propagation models are commonly used [70, 81].
In this work, we model the relationships and inter-dependencies between user, review, and the en-
tity being reviewed, and adopt a three-layer trust propagation model to compute the trust-related
scores for users, reviews, and aspect-specific statements iteratively.

4.1 The Three-Layer Trust Relationships

The three-layer trust propagation model was first introduced in [70] to measure the trustworthi-
ness of online claims and their sources, especially when conflicting information is provided by
multiple sources. Traditionally, this problem was modeled as a trust propagation problem using
the bipartite graph consisting of sources and evidences that support a same claim. In particular, the
trustworthiness of a source relies on the confidence of all the evidences that it provides to sup-
port its claims, and the confidence of a claim depends on the trustworthiness of all sources that
provide evidences to it. Different from the bipartite graph-based two-layer models, the three-layer
model introduces an additional intermediate layer to represent the influence on one evidence due
to another evidence of the same claim. As explained in [70], the inter-evidence interactions can
be used to model the similarity between two evidences so that similar evidences receive similar
trustworthiness scores.

We adopt the three-layer architecture to model the relationships among three types of nodes
(i.e., users, reviews, and statements) in our review system, in which the inter-dependencies between
nodes and on the links are completely different from the ones in [70] and thus need to be re-defined.
The key idea of adopting the three-layer architecture is to use the intermediate layer to model the
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Fig. 1. The three-layer trust propagation model.

inter-review interactions and the influence on one review due to the other reviews about the same
entity (or more precisely the same aspect of that entity).

Nodes. As shown in Figure 1, we denote a user, a review of a user, and a statement about a target
entity as ui , r j , and sk , respectively. Here, the statement is defined as an opinion expressed on a
particular aspect of the target entity. For example, a statement restaurant1 − food − positive ex-
presses a positive opinion about the food of restaurant1. We then assign trust scores to each node,
more specifically, an honesty score, denoted as h(ui ), is assigned to each user node, a faithfulness
score, denoted as f (ri ), is assigned to each review node, and a truthfulness score, denoted as t (si ),
is assigned to each statement node. The three types of trust scores take values between 0 and 1.

Edges. The edge from a user node to a review node means the user posts this review, and the
edge from a review node to a statement node represents the review supports this statement. As
shown in Figure 1, a user can post one review regarding multiple statements of the target entity
(e.g., u2 posts r3 on s2 and s4 of entity e2) or multiple reviews about multiple entities (e.g., u1 posts
r1 about e1 and r2 about e2), and multiple users can post reviews on the same aspect of a target
entity (e.g., u1 and u2 post r2 and r3 on s2 of e2, respectively). Finally, we use the double-arrow
lines to denote the inter-review influences on one review due to other reviews. In particular, the
solid double-arrow line depicts the inter-review influence on a review due to reviews from other
users on the same aspect of the same target entity, and the dashed double-arrow line represents
the inter-review influence on a review caused by reviews from the same user on the same aspect
of different entities.

Interactions on Edges. There are four main types of interactions in our three-layer trust propa-
gation model: (1) The user-review edges represent the confidence of the user on the review about
the target entity, denoted as ξ (ui , r j ). Therefore, the faithfulness of a review can be calculated as
f (ri ) = h(ui )ξ (ui , r j ), where ξ (ui , r j ) is normalized by the maximal ξ (ui , r j ) of all reviews posted
by ui . It measures the relative reliability of a particular review among all the reviews posted by a
same user who reviews multiple different entities. (2) The review-statement edges represent the
relevance of a review to a statement of the target entity, denoted as ρ (ri , si ). Opinions expressed in
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all reviews about a target entity regard multiple aspects of the entity. Given a statement si about a
particular aspect of the target, ρ (ri , si ) measures how relevant the review ri is about the statement
and how strong the sentiment expressed in the review supports the statement. (3) The review-
review edges in the inter-user context group reviews from different users on the same aspect of
a target entity. This leads to a voting strategy to aggregate specific opinions, in terms of positive,
negative, and neutral, on each aspect of the reviewed entity. Thus, the deviation between the in-
dividual opinion and the aggregated opinion provides useful information to distinguish normal
users and spammers. This is because benign users may express different opinions in some cases
due to individual experiences or subjectivity; only spammers continuously express an opposite
opinion against the fact. Therefore, in the inter-user context, the influences on a review due to
other reviews about the same statement of the target can be measured by its opinion deviation.
And (4) the review-review edges in the inter-entity context group reviews from the same user
on the same aspect of different targets. It provides a context to measure individual bias toward
different aspects. For example, one user may be concerned more about one aspect over the other
aspects, so her reviews on this aspect are more significant than her reviews on aspects on which
she usually does not comment.

4.2 Trust Propagation and Trust Scores

As described in Section 4.1, three types of trust scores are defined for user, review, and statement
nodes. Similar to the approach presented in [70], the three trust scores can be computed iteratively
over the trust framework following the interactions between the three types of nodes.

The Basic Trust Propagation Model. In the basic model, we consider only the influences on the
trust score of each node due to trust scores of other connected nodes. We start with the faithfulness
score for the review, which represents the confidence in the trustworthiness of the review. Initially,
the faithfulness score of review ri is f (0) (ri ). It can be set to 1, denoting an equal confidence in
the trustworthiness of all reviews, or estimated by other spamming detection algorithms based
on content, structure, or behavior-based features. We then update the faithfulness scores for all
reviews following the below equation:

f (n+1) (ri ) = μ f (n) (ri ) + (1 − μ )h (n) (u (ri )), (2)

where μ ∈ (0, 1) is an interpolation coefficient that controls the bias of prior knowledge of f (r ) on
future estimates of the review faithfulness.

Similarly, the truthfulness score of a statement can be calculated as

t (n+1) (si ) =

∑
r j ∈R (si )[f

(n) (r j ) × h (n) (u (r j ))]

|R (si ) | , (3)

where R (si ) is the collection of all the reviews about statement si (on a particular aspect of the
target entity). From Equation (3), we see that the truthfulness score of a statement si is relevant
to the average trustworthiness of all the reviews regarding the aspect expressed in the statement,
and the honesty scores of the users whose reviews are relevant to this statement.

Finally, the honesty score of a user depends on the average trustworthiness of all the statements
that he supports. Therefore, it can be calculated as

h (n+1) (ui ) =

∑
sj ∈S (ui ) t

(n) (sj )

|S (ui ) | , (4)

where S (ui ) is the set of statements about which the user ui posts reviews.
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From the equations above, it is obvious that three types of trust scores are influenced by each
other following the edges that connect them and thus can be computed iteratively from an initial
setting.

The Enhanced Model with User-Review and Review-Statement Interactions. We improve
the basic trust propagation model by integrating the confidence and relevance factors onto the
user-review and review-statement edges, respectively. In particular, we update Equations (2) and
(3) as below:

f (n+1) (ri ) = μ f (n) (ri ) + (1 − μ )[h (n) (u (ri )) × ξ (ui , r j )], (5)

t (n+1) (si ) =

∑
r j ∈R (si )[f

(n) (r j ) × h (n) (u (r j )) × ρ (r j , si )]

|R (si ) | . (6)

In the basic model, all reviews from the same user can be considered equally reliable. However,
reviews posted by the same user can have different ξ (ui , r j ), if we consider factors such as review
length or the number of aspects covered in the review. This allows us to integrate detection fea-
tures adopted in other approaches into the trust propagation framework. If we assume all reviews
are written by users with unified confidence, ξ (ui , r j ) can be set to a constant, e.g., (1) in general,
ρ (r j , si ) measures the relevance (i.e., support) of review r j to statement si , which can be computed
using any sentiment analysis scheme that returns the confidence that a review expresses the same
opinion as the statement does. In this work, we extract the opinions as aspect-based vectors. There-
fore, ρ (r j , si ) is set to 1 if r j has an non-zero value for the aspect element that the statement is about,
or 0 if otherwise.

It is worth noting that both models can be degenerated to the two-layer model by replacing
f (n) (r j ) in Equation (3) (or (6)) with the corresponding form in Equation (2) (or (5)). This is because
these models do not capture the influences due to the interactions on the inter-review edges.

The Enhanced Model with Inter-Review Interactions. Finally, we integrate the inter-review
interactions into the enhanced model to build the complete three-layer trust propagation model
that captures all types of influences due to node connectivity and interactions on these edges.

For a review ri , based on the deviation between its opinion about the aspect category of a rel-
evant statement sj (denoted as o(rui

(sj ), sj )) and the aggregated opinion of statement sj (denoted
as ao(sj )), we define a deviation function Δ(o(ri , sj ),ao(sj )) as

Δ(o(ri , sj ),ao(sj )) =
⎧⎪⎪⎨
⎪⎪
⎩

0, o(ri , sj ) = ao(sj )
1, o(ri , sj ) = −ao(sj )
0.5, otherwise .

(7)

Corresponding, a sentiment support from a review to a statement can be defined based on the
consistency between o(rui

(sj ), sj )) and ao(sj ). We define a support function supp (o(ri , sj ),ao(sj ))
as 1 − Δ(o(ri , sj ),ao(sj )).

Here, if the sentiment polarity expressed in the review on a specific aspect category is the same
as the sentiment polarity of the aggregated opinion of the statement (o(ri , sj ) = ao(sj )), then we say
the review fully supports the statement. On the other hand, if the sentiment polarities between
a review and a statement are totally opposite (o(ri , sj ) = −ao(sj )), i.e., positive and negative, or
negative and positive, we say the review rejects the statement. For all other cases, we say the
reviews partially support the statement.

The influence from the review-review edges in the inter-user context on the honesty score of a
user is caused by whether the aspect category-specific opinions toward a statement (i.e., o(ri , sj ))
and the corresponding aggregated opinions (i.e., ao(sj )) are consistent or not. If a user’s review
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supports the aggregated opinion and the statement has high truthfulness scores, this user will be
rewarded for being consistent with a highly trusted statement. However, being inconsistent with
the statement does not necessarily mean the user is dishonest. If a user’s review expresses an
opinion that rejects a statement with a low truthfulness score, this user should not be penalized
but rewarded. The influence of an individual deviation may not always lead to the correct penalty
or reward; however, based on our assumption that the benign users outnumber the spammers, the
overall influence introduced by all deviations across multiple entities and aspects should reflect
the changes of trust scores correctly. Therefore, we consider the overall deviation for each user,
and use the average deviation in the computing:

δ (n+1) (ui ) =

∑
sj ∈S (ui ) d (t (n) (sj ), supp (o(rui

(sj ), sj ),ao(sj )))

|S (ui ) | , (8)

where the function d models the deviation caused by the opinion difference expressed between
a user’s review and a statement and the trustworthiness of the statement. In particular, we de-
fined d for the supervised-learning-based approach in Equations (9) and (10) for the unsupervised-
learning-based approach. 2x − 1 in both equations maps the score t (sj ) from [0, 1] to [−1, 1].

d (x ,y) = −y ∗ ln
(

e2(2x−1)

1 + e2(2x−1)

)
− (1 − y) ∗ ln

( 1

1 + e2(2x−1)

)
, (9)

d (x ,y) = −y ∗ ln
(

e2x−1

1 + e2x−1

)
− (1 − y) ∗ ln

( 1

1 + e2x−1

)
. (10)

The only difference between Equations (9) and (10) is the coefficient used before (2x − 1), which
acts like an amplifier for the score t (sj ). We can see that with more coarse-grained opinions, adding
an amplifier makes the deviation achieve similar results as in an unsupervised setting. Based on
experimental exploration, we set the coefficient as 2.

We define the function d in this form so that the deviation decreases when the trust score t (sj )
is small, even when the support supp (o(rui

(sj ), sj ),ao(sj )) is 0. When supp (o(rui
(sj ), sj ),ao(sj )) is

1, the deviation decreases when the score t (sj ) is large. On the other hand, when supp (o(rui
(sj ),

sj ),ao(sj )) is 0.5, the deviation increases in both directions as t (sj ) increases, but at a slower speed.
Finally, we compute the honesty scores for the users to reflect the influence of the overall deviation
as below:

h (n+1) (ui ) =
β + 1

β + eδ (n+1) (ui )
. (11)

The parameter β here controls the extent the score of a user ui is affected by his/her deviation
δ (ui ). With smaller value of β , the score drops quicker as δ (ui ) increases. The measurement of trust
is propagated along the structural connections. For example, a user’s honesty score is dependent
on the trustworthiness of the statements in his reviews, thus the trust is propagated from his
statements to the user himself, and further propagates to his reviews and back to his statements.
Each type of score gets feedbacks from the other two, which allows reinforcement based on the
connections among the nodes.

4.3 The Computational Framework

The scores of users, reviews, and statements are computed in an iterative computational frame-
work, as shown in Algorithm 1. In the beginning, the nodes of users, reviews, and statements are
generated from reviews data. The textual content of reviews is processed for extracting the aspect
category-based opinions. In each round, all nodes update their scores accordingly and do normal-
ization after all scores are updated. After the model converges, the final result is output as the
measurement of modeled trust for users, reviews, and statements.
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For the convergence of the reinforcement-based iterative model, the two-layer models like
HITS [28] and PageRank [53] are proved to be converged using eigenvectors in the original pa-
pers. As for three layers, to the best of our knowledge, there is no mathematical proof in models
with similar structure [70, 81] as ours, since the three-layer models cannot be rewritten in matrix
form. During experiments, we observe that our three-layer model always converges. With opin-
ions extracted in the supervised setting, the model empirically converges in around 100 iterations.
With unsupervised setting, the model empirically converges in around 30 iterations. We infer the
reason that the model with opinions extracted from unsupervised methods converges faster is that
with finer-grained opinions, the model is able to aggregate more information to compute the trust
scores, and the changes of the propagated trust between two consecutive rounds are larger than
the ones in the supervised approach.

ALGORITHM 1: Iterative framework to compute trust-related scores

Input:
Collections of usersU , reviews R, and statements S
Initial sentiment polarities for all statements in S
Parameters μ, β
Output:
Honesty scores h(u) for all users inU
Faithfulness scores f (r ) for all reviews in R
Truthfulness scores t (s ) for all statements in S
repeat

Compute the faithfulness scores for all reviews using Equation (5)
Compute the truthfulness scores for all statements using Equation (6)
Compute the honesty scores for all users using Equation (11)
Normalize each type of score with the largest as 1.0

until converged;

5 EXPERIMENTS AND EVALUATION

We conducted several experiments on three different datasets of the Yelp reviews. In this section,
we will explain the design of the experiments and evaluate the performance of our proposed mod-
els with experiment results and a case study.

5.1 Dataset

We used three datasets in the experiments. The first one is the SemEval-2014 dataset [58] published
in the Semantic Evaluation series, the second is a dataset that we crawled from Yelp.com in 2013,
and the last one was shared by the authors of [48].

The SemEval dataset contains 3,041 sentences from restaurant reviews, which we used to train our
classifier. In SemEval, each sentence is labeled with one or multiple aspect categories (i.e., food,
service, price, ambience, and anecdotes/miscellaneous) and the corresponding sentiment polarities
(i.e., positive, neutral, negative, and conflict). As discussed in Section 3, the “conflict” sentiment
category is not considered in our model. We then split this dataset into a 4:1 ratio with a training
dataset and a testing dataset of 2,432 and 609 labeled sentences, respectively.

The Yelp dataset that we have crawled from Yelp.com in 2013 contains 9,314,945 reviews about
125,815 restaurants in 12 U.S. cities, which were input by 1,246,453 users between 2004 and 2013.
We extracted the data for the city of Palo Alto, California to test our content-aware trust prop-
agation models. It contains 128,361 reviews about 1,144 restaurants from 45,180 users. To build
the graph of our three-layer model, we conducted data cleaning to discard reviews that do not
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Table 2. The Performance of Aspect Category Classification

Label Precision Recall F1-score Support Accuracy
food 0.81 0.78 0.80 238

0.844not_food 0.86 0.88 0.87 371
avg/total 0.84 0.84 0.84 609

price 0.91 0.62 0.73 65
0.952not_price 0.96 0.99 0.97 544

avg/total 0.95 0.95 0.95 609

service 0.82 0.69 0.75 122
0.906not_service 0.92 0.96 0.94 487

avg/total 0.90 0.91 0.90 609

ambience 0.83 0.52 0.64 84
0.920not_ambience 0.93 0.98 0.95 525

avg/total 0.91 0.92 0.91 609

anecdotes/miscellaneous 0.77 0.70 0.73 243
0.796not_anecdotes/miscellaneous 0.81 0.86 0.84 366

avg/total 0.79 0.80 0.79 609

contain aspect-specific opinion indicators. We also ignored the statements with less than three
related reviews and the users with less than three expressed statements, and then adjusted the
corresponding relationships. After cleaning, the dataset used in the supervised approach contains
46,652 reviews from 2,184 users for 1,071 restaurants. The dataset used in the unsupervised ap-
proach contains 40,064 reviews written by 2,182 users for 1,034 restaurants. Although our datasets
contain rich information about the reviewers, such as the total number of reviews, average ratings,
social relationships, and so on, we only used the review content in this study.

The Yelp dataset with flagged reviews collected by Mulherjee et al. in 2013 [48] is also used to
evaluate the performance of our trust propagation model. It contains 788,471 reviews about 250,078
restaurants from 35,430 users.

5.2 Supervised Opinion Extraction

We first built a SVM classifier for opinion extraction. For feature extractions, we used bag-of-words
and extracted the tf-idf weights as features. The classifiers for aspect categories and sentiment
polarities were trained separately at the sentence level. A single sentence may contain multiple
aspect categories. Since SVM is a binary classifier, a trained SVM classifier only classifies a sen-
tence into one category, but cannot determine if it contains multiple categories. So, we trained
five binary one-vs.-all SVM classifiers independently, one for each aspect category, as suggested
by [26]. Once we had the classified aspect categories, we applied the trained classifiers of senti-
ment on each category to obtain the category-based sentiment polarities. As a result, one review
may contain opinions about several aspect categories, such as “food,positive,” “price,neutral,” and
“service,negative,” which are called aspect-specific opinions. Therefore, the extracted opinion of a
review consists of a set of aspect-specific opinions.

Extracted Aspect Categories. The results of aspect category classification are shown in Table 2,
in which “avg” means the average of precision, recall, and f1-score, and “total” denotes the total
support of each category.

Among the five categories, the “anecdotes/miscellaneous” category has the worst precisions
and recalls, which is reasonable, since this category contains all aspects that cannot be classified
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Table 3. The Classification Performance of Category-Based Sentiment Polarities

Label Precision Recall F1-score Support Accuracy
food,negative 0.39 0.36 0.38 33

0.740
food,neutral 0.50 0.04 0.07 25
food,positive 0.80 0.92 0.85 169

avg/total 0.71 0.74 0.70 227

price,negative 0.55 0.44 0.49 25

0.635
price,neutral 0.00 0.00 0.00 2
price,positive 0.67 0.81 0.73 36

avg/total 0.60 0.63 0.61 63

service,negative 0.66 0.69 0.67 48

0.698
service,neutral 0.00 0.00 0.00 7
service,positive 0.73 0.79 0.76 61

avg/total 0.66 0.70 0.68 116

ambience,negative 0.64 0.30 0.41 23

0.675
ambience,neutral 0.00 0.00 0.00 5
ambience,positive 0.68 0.92 0.78 49

avg/total 0.62 0.68 0.62 77

anecdotes/miscellaneous,negative 0.11 0.10 0.10 31

0.547
anecdotes/miscellaneous,neutral 0.60 0.49 0.54 96
anecdotes/miscellaneous,positive 0.60 0.73 0.66 107

avg/total 0.54 0.55 0.54 234

into any other category. It is easier to determine what does not belong to anecdotes/miscellaneous
than to determine what does. As a result, the precision, recall, and f1-scores of not_anecdotes/
miscellaneous are higher than anecdotes/miscellaneous itself. The “food” category is the most
popular aspect category in restaurant reviews; interestingly, it has the second worst performance
among the five categories. This is partially because there are too many different terms and aspects
representing food types. Using the tf-idf weights as features, it is difficult to have a unified repre-
sentation of the category. So, it is more difficult to train an effective classifier for the food category
than for the price or service categories.

Extracted Aspect-Specific Opinions. We present the results of sentiment classification in
Table 3. It shows only the performance of using SVM as the classifier for opinion mining, which
is not the evaluation of the performance of opinion mining on the Yelp dataset. Comparing to the
performance of aspect category classification, the performance of category-based sentiment po-
larity classification is worse. This may be because bag-of-words captures representative features
for categories better than capturing sentiment polarities. Sometimes, the sentiment polarities are
implicit and context-dependent. Moreover, since the category-based sentiment analysis takes the
classification results for aspect categories as the input, mistakes in the previous classification will
be amplified and affect the overall performance. It is worth noting that, despite all these issues, our
classification performance of sentiment polarity is still better than or comparable to the baseline
and some approaches in the SemEval 14 contest [58].

5.3 Unsupervised Opinion Extraction

The trust propagation model takes the classification results of aspect categories and category-based
sentiment polarities as input. As discussed in Section 5.2, SVM does not yield the best results. So,
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Table 4. The Aspect Categories Extracted From Aspect Clustering

1 visit, favorite, experience, star, rating, review, trip
2 drink, dish, food, juice, entree, appetizer, meal
3 veggie, rice, fish, wrap, roll, steak, burger
4 date, evening, night, event, party, occasion, birthday
5 yogurt, cream, dessert, cupcake, ice-cream, cake, pie
6 bartender, waitress, waiter, server, table, complaint, job
7 spot, patio, location, space, area, room, parking
8 choice, selection, size, amount, variety, type, combination
9 music, decor, service, ambiance, atmosphere, vibe, interior

we examine the unsupervised classification models to improve the overall performance of our
model.

In unsupervised opinion extraction, we first parsed the reviews using the Stanford PCFG
parser [27] to capture the dependency relations in parsing. Then, we computed the word em-
beddings to include the semantic meanings of words. In particular, we used Word2Vec [42] with
the skip-gram loss function to train our word embedding model, and used the Python library gen-
sim [63] to implement it. We chose skip-gram instead of CBoW since it performs better in semantic
tasks [42]. Finally, we used K-means for aspect clustering and set the cluster number to 9 in the
following experiments. Among a few values we tried for the cluster number, it generated the most
reasonable results on our data.

Extracted Aspect Categories. In Table 4, we show the top-7 words of the nine clusters identi-
fied in the unsupervised aspect extraction approach. From the table, we can see that the word2vec
model captures the semantic relationships between words and clusters them into meaningful as-
pect categories. For example, the top-7 words in cluster 7 are spot, patio, location, space, area, and
so on, which represent a category about the “environment.” Similarly, words in cluster 9 such as
music, ambiance, atmosphere, interior, and so on, represent a semantic category of “ambience.” As
a result, we used these most frequent words of each cluster to represent an aspect category.

5.4 Trust Propagation with Supervised Opinion Extraction

In supervised opinion extraction, we classified the reviews into five aspect categories. However, in
the experiments, we only used four categories in trust propagation, while the miscellaneous cat-
egory is ignored. The miscellaneous category contains a mix of opinions on multiple aspects that
cannot be classified into the other four categories. Therefore, it is often the case that one user’s
opinion classified as “miscellaneous” is about an entirely different aspect from another user’s opin-
ion on “miscellaneous.” As a result, this category cannot contribute much to trust measurement.
However, it is necessary to keep the miscellaneous category in opinion extraction so as to improve
the precision of the other four categories.

In the experiments, we adopted two initialization settings for the statements. The three-layer
model is constructed based on the structural relationships among users, reviews, and statements. A
statement is an aspect-specific opinion expressed in the review of a user about a restaurant. For ex-
ample, useru1 writes a review that a restaurant provides good services, from which we can extract
a “service, positive” statement, while user u2 feels oppositely so his review expresses a “service,
negative” statement. Obviously, with three sentiment polarities, there could be three statements
for each restaurant on each aspect category. To reduce the complexity, we keep at most one state-
ment for each restaurant on each aspect category in the framework and remove the other two.
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Fig. 2. Distributions under the aggregate opinion setting: (a) the distribution of honesty score for users;

(b) the distribution of faithfulness score for reviews; (c) the distribution of truthfulness score for statements.

Distributions under the positive opinion setting: (d) the distribution of honesty score for users; (e) the distri-

bution of faithfulness score for reviews; (f) the distribution of truthfulness score for statements.

This could be done by considering the support from a review to a statement. For example, if the
“service, positive” statement is selected, the support from a review expressing “service, negative”
will be set to 0. To determine which statements remain in the trust propagation framework, we
considered two different settings in the experiments. In the first setting, we kept only the state-
ments that express the aggregate opinions (i.e., the opinions shared by the majority of the users)
for each aspect category. In the second setting, we initiate all the statements with the positive
polarity, which means all the positive statements are kept in the framework. Finally, for μ and β ,
we set their values to 0.5 and 1.0, respectively.

Trust Scores. We calculated the three types of trust scores under two initialization settings of
the statements. First we studied the distributions of trust scores under two settings. As shown
in Figure 2(a) and (b), both the honesty scores for users and the faithfulness scores for reviews
follow the normal distribution with the mean around 0.75. This implies that some users may be
biased or dishonest, but most of the users and their reviews are trustworthy. The distribution of the
truthfulness scores for statements is shown in Figure 2(c), which is somehow skewed and pushed
toward 1. This means most of the claims are highly truthful, which is reasonable since they are
initialized under the aggregate opinion setting, representing the opinions of the majority.

On the contrary, when we initialize all the polarities of the statements as positive, we intend
to include some false statements in the framework. Intuitively, they should receive much lower
support from truthful users, and they are expected to have low truthfulness scores. This is proved
by the experiment as shown in Figure 2(f). Comparing to Figure 2(c), quite a few statements have
truthfulness scores lower than 0.5, while the statements with positive aggregate opinions still
receive high truthfulness scores. It is worth noting that the changes in statement trust scores do
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Table 5. The Average Truthfulness Scores of the Statements Under Two Initialization Settings

Category Initialized with aggregate opinions Initialized with all positive opinions
Food 0.771 0.796
Price 0.575 0.501

Service 0.600 0.588
Ambience 0.684 0.703

Fig. 3. Trust score distributions with synthetic data: (a) the distribution of honesty score for users; (b) the

distribution of faithfulness score for reviews; (c) the distribution of truthfulness score for statements.

not mean our model is sensitive to initialization. It simply shows that our trust propagation model
is effective in capturing and penalizing the untruthful statements by giving low scores to them.

From Figure 2(d) and (e), we can see that the honesty and faithfulness scores still demonstrate the
normal distribution under the second setting. Comparing to Figure 2(a) and (b), the absolute scores
of individual users and reviews change slightly, since users are affected by the false statements at
different levels. However, the shape of the distribution and the relative ranking do not change
much, which indicates our model is still robust to initialization settings.

Then, we compared the average truthfulness scores of four aspect categories to understand the
influence of initialization settings. As shown in Table 5, in both settings, the statements about
the food category received the highest average scores. Among the four categories, the scores of
the “price” and “service” categories under the second initiation setting are smaller than the ones
under the first setting. We observed quite a few positive statements about these two categories
receiving lower trustfulness than positive statements about the other categories, which indicates
the opinions on “price” and “service” are more controversial and subjective. In the second setting,
these categories are more likely to be penalized more.

Evaluations. To evaluate the performance of our model, we did experiments with synthetic data
and human evaluators under the first initialization setting. We first created a small synthetic
dataset of 20 users, who were randomly chosen from our dataset. We manually changed their
reviews so that 10 users’ reviews fully support the statements relevant to their reviews, and the
other 10 users’ reviews fully reject all the statements. With this synthetic dataset, we aim to see
if the model correctly rewards the “truthful” users who agree with the majority of the others and
penalizes “untruthful” users who always deviate from the majority opinions.

From Figure 3(a) and (b), we can see two obvious clusters based on the trust scores for users and
reviews. As expected, the 10 users who fully rejected the statements obtained smaller trust scores
than others. Meanwhile, comparing to Figure 2(a), the scores of the remaining users, including the
other 10 users with synthetic data and the users from the original dataset, increased obviously.
This is a side effect introduced by the 10 users who fully supported the statements. This indicates
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Table 6. The Average Honesty Scores Using Supervised

Opinion Extraction and Synthetic Spamming Data

Synthetic type Min Average Median Max
Support 0.916 0.947 0.950 0.985
Reject 0.661 0.691 0.692 0.718

Table 7. The Agreements Between Our Model and Human Evaluators

Our model Evaluator 1 Evaluator 2 Evaluator 3
Our model – 12 10 10
Evaluator 1 – – 10 10
Evaluator 2 – – – 12

when there are more truthful users in the system, the model could better distinguish the truthful
users from the spammers. We further show the average as well as the maximum and minimum
honesty scores of the two synthetic groups in Table 6, which demonstrates the distinction between
the two groups as expected.

Next, we recruited three human evaluators to test the performance of our model. To generate
the evaluation dataset, we randomly selected 20 users from our dataset and randomly selected 8
reviews for each user. In each test, we presented two users and their reviews together as a test set to
the evaluators. In each evaluation, we gave the evaluators 20 tests, which were randomly selected
from a total of 190 test sets. The human evaluators were asked to read all the reviews of the two
users and rank them based on their relative honesty. Then, we compared evaluators’ judgments
with the user honesty scores calculated by our model. We considered a judgment agrees with an-
other if both ranked the two users in the same way. Finally, we measured the agreements between
every two evaluators and between each evaluator and our model, and presented the results of one
evaluation in Table 7.

Overall, the agreement between our model and the human evaluators is low, with an average
of 53.3%. This is because the evaluators had difficulties in telling if one user is more honest than
the other only from the 16 reviews. As we can see, the agreements between human evaluators
are almost the same, which indicates the evaluators did not reach a consistent judgment among
themselves. This is not very surprising, since we have observed that the human judgment is not
reliable, when the content of the reviews is carefully crafted to avoid obvious content-based spam-
ming cues. In fact, the reviews used in the evaluation have already been filtered by the Yelp Filter,
which is a proprietary filter developed by Yelp.com [19, 20]. While Yelp does not reveal its filtering
mechanism, some study [48] shows that the Yelp filter is likely to use behavioral features such as
review length, rating deviation, percentage of positive reviews, and so on, to filter out suspicious
reviews. Therefore, the reviews we presented to human evaluators had few behavioral features to
help them in the judgment. This is also the reason that we propose to develop the model based
on the deviation in aspect-specific opinions instead of the content-based features used in previous
approaches.

5.5 Trust Propagation with Unsupervised Opinion Extraction

In this experiment, the opinions extracted from the unsupervised-based approach were input into
the trust propagation model to calculate the opinion vectors and quality vectors. We used the nine
aspect categories as shown in Table 4, and set the values of μ and β to 0.5 and 1.0, respectively.
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Fig. 4. Distributions under the aggregate opinion setting: (a) the distribution of honesty scores for users;

(b) the distribution of faithfulness scores for reviews; (c) the distribution of truthfulness scores for state-

ments. Distributions under the positive opinion setting: (d) the distribution of honesty scores for users;

(e) the distribution of faithfulness scores for reviews; (f) the distribution of truthfulness scores for statements.

Similar to the experiment in Section 5.4, we also adopted two initialization settings, one with
statements of the majority opinions and the other with statements of positive opinions.

Trust Scores. We computed the trust scores for users, reviews, and statements under two settings.
Similar to the experiments with supervised opinion extraction, the honesty scores and faithfulness
scores under two settings tend to be normally distributed, as shown in Figure 4(a), (b), (d), and
(e). Comparing to Figure 2, the mean honesty and faithfulness scores with unsupervised opinion
extraction are larger than the ones with supervised opinion extraction. We further draw the scatter
plots to illustrate the relationship between a user’s honesty score and the average support of her
reviews to the corresponding statements. As shown in Figure 5, under both initialization settings,
the honesty scores are linearly decreasing along with the increase of the average deviation.

Evaluations. Similarly to the evaluations of the model with supervised opinion extraction, we
conducted two evaluations, one with synthetic data and the other with human evaluators.

We took the same process as described in Section 5.4 to prepare the synthetic data. The distri-
butions of the honesty, faithfulness, and trustfulness scores for users, reviews, and statements are
shown in Figure 6. The honesty and faithfulness scores also demonstrated the cluster effect—the
10 users who fully rejected the statements obtained clearly lower scores than others. Table 8 shows
the average, median, maximum, and minimum scores of the two groups of users with synthetic
data. From the table, we see that all the users supporting the aggregate opinions obtained very
high honesty scores, while all the users rejecting the aggregate opinions were penalized a lot. The
results show a similar tendency as the results with supervised opinion extraction.

Five human evaluators were recruited to evaluate the model with unsupervised opinion ex-
traction under the setting with aggregate opinions. We provided a short training to the human
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Fig. 5. The relationship between the honesty scores and the average deviations under the initialization set-

ting with (a) the aggregate opinions and (b) the positive opinions.

Fig. 6. Trust score distributions with synthetic data: (a) the distribution of honesty scores for users; (b) the

distribution of faithfulness scores for reviews; (c) the distribution of truthfulness scores for statements.

Table 8. The Average Honesty Scores Using Unsupervised

Opinion Extraction with Synthetic Data

Synthetic type Min Average Median Max
Support 0.940 0.966 0.965 0.982
Reject 0.733 0.751 0.749 0.780

evaluators with information about how to determine whether a review is trustful from its content.
Then, we randomly selected 10 restaurants from out dataset, and randomly selected four reviews
for each restaurant. In particular, the four reviews included three reviews with high faithfulness
scores and one review with a low faithfulness score. In each test, we presented one restaurant and
its four reviews to the evaluator, and asked them to select the one that appeared to be the most
suspicious review to them. The four reviews were displayed in a random order to eliminate the
correlation between the review score and the display order.

Each evaluator completed 10 tests and thus selected 10 most suspicious reviews with her best
judgments. We measured the agreements between our model and each evaluator, as well as the
agreements between every two evaluators. As shown in Table 9, our model is consistent with
the judgments of human evaluators and achieves an overall agreement ratio of 72%. Meanwhile,
the evaluators agreed with each other in deciding the most suspicious review for each restaurant,
and achieved an overall agreement of 69%.
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Table 9. The Agreements Between our Model and the Evaluators.

Our model Evaluator 1 Evaluator 2 Evaluator 3 Evaluator 4 Evaluator 5
Our model – 8 7 9 5 7
Evaluator 1 – – 9 8 6 8
Evaluator 2 – – – 7 6 7
Evaluator 3 – – – – 5 7
Evaluator 4 – – – – – 6

Fig. 7. The performance of the behavior-based detector in [48].

5.6 Evaluation on the Dataset with Yelp Flagged Reviews

To further evaluate our model, we performed experiments on a separate dataset with flagged Yelp
reviews, which was collected and published by the authors of [48].

Dataset. This dataset contains 788,471 reviews about 250,078 restaurants from 35,430 users.
Among the 788,471 reviews, 8,303 reviews were “flagged” by the Yelp filter [20]. These reviews
were written by 7,118 users about 98 restaurants in Chicago, Illinois. Therefore, to build the dataset
for evaluation, we used the 8,303 reviews as the “seeds” to extract all the restaurants reviewed by
the 7,118 users as well as all the reviews and reviewers of these restaurants. The final evaluation
dataset contains 100,290 reviews about 16,782 restaurants, which were submitted by 34,785 users.

The Behavior-Based Detector [48]. Mukherjee et al. proposed a detection approach that com-
bined n-gram with behavioral features such as maximum number of reviews, percentage of positive
reviews, review length, reviewer rating deviation, and maximum content similarity to identify spam-
ming reviews [48]. They used the aforementioned dataset, and treated the “flagged” reviews as the
“ground truth” for spamming reviews. Their results are shown in Figure 7(b), where P, R, F1, and A
denote Precision, Recall, F1-score, and Accuracy, respectively. According to their results, bigrams
combined with behavior features achieved the highest accuracy and F1 score of 85.7% and 86.1%,
respectively.

This approach and several others following this direction treat spam detection as a classification
problem, in which the performance of the classifiers highly depends on the quality of the training
data. However, in our study of the flagged reviews, which were labeled or detected as spam in [48],
we find several reviews are currently “unflagged” by the Yelp filter and publicly visible. These
reviews receive medium to high ranks in our system, while they were marked as spam in [48]. In
fact, reviews flagged by the Yelp filter may not only include spam reviews [20]. Moreover, from
the above behavior features, we can see that the detector in [48] could be evaded by sophisticated
spammers who write lengthy reviews, and avoid simple duplication and extreme rating behaviors.
If such advanced spam reviews exist in the dataset, we are not sure how many of them were
correctly flagged by the Yelp filter in 2013. Therefore, we think there still lacks an objective ground
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Table 10. The Average Flagged Ratios and Deviation Ratios of Three Suspicious Groups of Users

#Users Avg. Flagged Ratio Avg. Deviation Ratio Bottom-100 Ratio
Suspicious group 1 8 1.000 1.000 0.750
Suspicious group 2 18 0.525 0.900 0.333
Suspicious group 3 59 0.205 0.534 0.169

truth to directly compare the results of our model with others’. Hence, we evaluated our model
with a combined dataset of real-world data and synthetic data, as described in Sections 5.4 and 5.5.

Evaluation Metrics. As explained above, the flagged reviews cannot be used directly as the
ground truth. So, we select a smaller set of more suspicious users with a higher confidence to
be the ground truth for evaluation. For each flagged review in the evaluation, we calculate the
flagged ratio of its reviewer as the percentage of flagged reviews among all his/her reviews. This
ratio reflects how suspicious a user is from the view of the Yelp filter. Then, we divide the users
who have flagged reviews into three suspicious groups according to their flagged ratios: users with
the ratio equal to 1 are in “suspicious group 1” and users with the ratio larger than 0.5 and smaller
than 0.5 are put into groups 2 and 3, respectively. Obviously, users in group 1 are more suspicious
than those in group 2, and the users in group 3 are the least suspicious.

Our model measures the degrees of trustworthiness of the reviews, users, and the aspect-specific
review statements with three types of trust scores. So, we define two more metrics to evaluate
users’ honesty scores calculated by our model. First, we define the deviation ratio for the user as
the percentage of reviews with aspect-specific deviations among all his/her reviews. This ratio
reflects how suspicious a user is from the view of our trust propagation model. Then, we rank
the users based on their honesty scores in descending order and study the bottom-100 set, which
contains the most suspicious spammers identified by our model. We define the bottom-100 ratio as
the percentage of users in a suspicious group who fall into the bottom-100 set.

Evaluation Results. In this evaluation, we want to study the users who are highly likely to be the
spammer. So, we target the set of users whose reviews were flagged by the Yelp filter. However,
besides spamming, the reviews may be flagged due to other illegitimate content. Also, some may
not contain aspect-specific opinions, for example, empty or very short reviews with 5-star ratings.
Therefore, we identified a small set of users whose flagged reviews are meaningful, reflecting
opinions on one or multiple aspects. In particular, we extracted the aspects1 from the reviews and
filtered out the ones whose content does not cover any aspect. We further compared the opinions
in each review with the aggregated opinions, and keep the ones deviating from the aggregated
opinions. This reduced the set to 90 flagged reviews from 85 users. These users are more suspicious
than others in the evaluation dataset viewed by both the Yelp filter and our model. Then, we
calculated the flagged ratio to determine the three suspicious groups, and calculate the deviation
ratio for each user and the bottom-100 ratio for each group. As shown in Table 10, 75% of the users
in suspicious group 1 fall into the bottom-100 set, while only 16% of the users in suspicious group
3 are ranked to the bottom 100 by our model. This indicates that users with more flagged reviews
are more likely to receive lower honesty scores from our model.

Case Study. We further investigated the other users who were ranked to the bottom-100 by our
model to see if they are suspicious spammers and how suspicious they are.

1We conduct experiments using both supervised and unsupervised approaches, but only present the results in the unsu-
pervised approach here since the results in both approaches yield the similar tendency.
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Fig. 8. Case study: example weak Yelp profile 1.

Fig. 9. Case study: example weak Yelp profile 2.

Since there is no ground truth, we analyzed all the information that we can find about the user,
including user profiles, interactions with other users in Yelp, the reviews that are not included
in the evaluation dataset, and so on; some users have weak personal profiles with little personal
information. Most of these users have no friends and never interact with others. Some of them
demonstrate extreme rating patterns. These are indicators of spamming accounts as recognized
by other works. We show two weak user profiles2 in Figures 8 and 9. Both profiles use the default
profile picture and have no friends or photos, indicating the least effort in maintaining their online
images. Moreover, the user in Figure 8 has reviewed 32 restaurants. 81.3% of his reviews have either
5-star ratings or 1-star ratings, which demonstrates extreme rating behavior.

Among the flagged reviews, we further found that several of them are now publicly visible on
Yelp, which means they are no longer flagged by the Yelp filter. Figure 10 shows two examples of
such reviews. Both reviews were previously flagged, but now can be found via content search in
the restaurant pages. From the review content as well as the information about user profile and
activities, we did not find any cue indicating spamming. This shows that not all the flagged reviews
used in [48] are spam reviews and the approach of using the flagged reviews as the labeled ground
truth is problematic.

2For privacy reasons, we removed user names, emails, and IDs of the profiles.
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Fig. 10. Case study: reviews previously flagged by the Yelp filter but publicly visible now.

6 RELATED WORK

6.1 Spam Review Detection

The problem of spam review detection was first studied in [22], which mainly focused on detecting
duplicate spam reviews based on content similarity. Later on, various approaches have been pro-
posed as the review spamming problem attracts more attention. One popular direction is to design
machine learning methods based on behavioral patterns, such as rating behavior [11, 34], unex-
pectedness [23], temporal and spatial patterns [9, 31, 77], group behaviors [32, 47], inconsistency
[49], and so on. These behavioral features are usually manually selected based on heuristics and
observations. One drawback of behavioral-based methods is that spammers’ behavior can change
as they learn to disguise themselves as normal users. On the other hand, our approach focuses
directly on opinions expressed in the review, which is more straightforward and does not require
crafting the behavioral features.

With the development of deep neural networks, various deep learning–based methods have
been proposed [32, 33, 64, 82]. These methods mainly constructed deep neural networks to learn
the dense representation of the reviews. The advantage is that no deliberately crafted features are
needed. However, these methods are more complex and take much more time to train.

The third type of approaches is content-based. [52] proposed a method based on linguistic fea-
tures such as n-gram, while [10] focused on the syntactic rules. These works mainly utilized
the language patterns of the reviews rather than the actual opinions as our model does. [51,
56] conducted sentiment analysis on the review. However, these works only analyzed the sen-
timent of each review, while we focused on finer-grained aspect-specific opinions. Compared to
the aforementioned work, [12] is the closest to ours. They analyzed the aspect-specific profile
of the products and compared the compatibility with the reviews’. Compared to our proposed
method, their work only considered each review individually, while our method integrated the
aspect-specific opinions into the trust propagation model and computed the credibility of users
as well.

ACM Journal of Data and Information Quality, Vol. 11, No. 3, Article 11. Publication date: June 2019.



Content-Aware Trust Propagation Toward Online Review Spam Detection 11:27

6.2 Trust Propagation

Trust and trust propagation have been extensively studied in literature. The general idea of re-
inforcement based on graph link information has been proved effective. HITS [28] and PageRank
[53] are successful examples in link-based ranking computation. Trust propagation has been
widely applied in recommender systems to make trustworthy predictions [14, 30, 39, 44]. In these
works, trust is transmitted in a network of neighbors. The nodes in the networks are usually of
the same type, for example, users. [72] built a heterogeneous graph to compute trustworthiness
scores for users, reviews, and stores. Besides trust, various work also modeled the propagation of
distrust [68, 84]. In our model, we do not model distrust explicitly. Instead, we added the penalty
to the propagated trust when deviation from the majority happens. Compared to our work, these
approaches only considered link-based information provided by the system but did not consider
content information.

Trust not only can be determined by surrounding neighbors in a network, but also can be depen-
dent on the context when it comes to content. [83] proposed a topic-based model to estimate the
trustworthiness of users and tweets in Twitter. Compared to our model, their model evaluated trust
based on topic similarities, while our approach models trust based on deviation of aspect-specific
opinions from majority opinions. The work in [3] modeled the trust of users by comparing the
content of social network posts to actual happened events. Similar to our model, this work models
trust by deviation. However, our proposed model utilized deviations in finer-grained dimensions.
[70] proposed a content-driven framework for computing trust of sources, evidence, and claims.
The difference between this model and ours is that we extract more fine-grained information from
content, while the model in [70] mainly used the similarities between content in general. Also, in
[70], the inter-evidence similarity plays an important role to make sure that similar evidences get
similar scores. However, the consensus opinions used in our model already represent such similar-
ity, so we did not add the inter-evidence similarity. In addition, we also redefined the computational
rules in the context of our problem.

6.3 Opinion Mining

Opinion mining has been used to analyze the opinions, sentiments, and attitudes expressed in a
textual content toward a target entity. It typically includes work from two related areas: opinion
aspect extraction and sentiment analysis. Aspect extraction aims to extract product features from
opinionated text. The words that represent desired aspects are often nouns or noun phrases that
can be captured using syntactic patterns. Thus, various methods that utilized dependency-based
rules were proposed [18, 35–37, 59, 61, 62, 76, 79]. With advancements of deep learning, deep neural
network can also achieve decent performance [60, 74]. Usually, extracted aspects are usually words
that represent specific aspects. Thus, grouping them into high-level concepts is usually required
for further analysis. Lexical tools like WordNet [43] are often used. In addition, topic modeling-
based approaches are also very popular [4, 5, 24, 29, 69, 73], as they are able to extract and group
aspects simultaneously.

On the other hand, the goal of sentiment analysis is to analyze the polarity orientation of the
sentiment words toward a feature or a topic of the product. One common way is to use some
sentiment tools directly, such as MPQA Subjectivity Lexicon [75] and SentiWordNet [2]. With
such tools developed by other researchers, various works have been proposed [8, 15, 65]. Another
common practice is to infer the polarity of target words using a small group of seed terms with
known polarity [7, 21]. In addition, supervised learning algorithms are often applied in previous
work [25, 54, 66], as well as deep learning–based approaches [6, 67].

In this work, we adopted two methods for aspect extraction. One is the supervised-based method
with SVM. This method does not output specific aspect words, but assigns the high-level category
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and corresponding sentiment polarity directly. The other one is to use a dependency parser. We
applied K-means clustering to cluster the aspect words together. For each aspect, we used a senti-
ment to determine its sentiment. Note that opinion mining is not the main focus and contribution
of this work. The difference between our goal and typical opinion mining work is that we are not
trying to improve the performance of extracting opinions. Instead, our purpose of applying opin-
ion technique is to use the extracted aspects as deviation indicators for trustworthiness analysis.

7 CONCLUSION

In this work, we study the problem of inferring trustworthiness from the content of online re-
views. We first apply opinion-mining techniques using both supervised learning and unsupervised
learning algorithms to extract aspect-category-specific opinions expressed in the reviews. Then,
we integrate the opinions to obtain opinion vectors for individual reviews and statements. Finally,
we develop an iterative content-based computational model to compute honesty scores for users,
reviews, and statements. According to the results, there exist differences of statement truthfulness
across different categories. Our model shows that the trustworthiness of a user is closely related
to the content of his/her reviews.

Our work can be easily extended to transfer the trust scores computed from a certain domain
to similar domains. This can be achieved by assigning weights to the aspect categories extracted
from the original domain. To transfer the trust scores to a similar domain, we can calculate the
trust score for the new domain based on the similarities between the aspect categories extracted
from the two domains (original and new). In addition, the review dataset we used in this work was
collected in 2013. The structures and content in the dataset are static and there are no dynamic
changes considered in our model. However, the reviews and qualities of restaurants tend to change
with time. In order to consider the dynamic changes, we plan to add a temporal dimension in our
model in the future.
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