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ABSTRACT
With ChatGPT under the spotlight, utilizing large language models
(LLMs) to assist academic writing has drawn a significant amount
of debate in the community. In this paper, we aim to present a
comprehensive study of the detectability of ChatGPT-generated
content within the academic literature, particularly focusing on the
abstracts of scientific papers, to offer holistic support for the future
development of LLM applications and policies in academia. Specifi-
cally, we first present GPABench2, a benchmarking dataset of over
2.8 million comparative samples of human-written, GPT-written,
GPT-completed, and GPT-polished abstracts of scientific writing in
computer science, physics, and humanities and social sciences. Sec-
ond, we explore the methodology for detecting ChatGPT content.
We start by examining the unsatisfactory performance of existing
ChatGPT detecting tools and the challenges faced by human evalu-
ators (including more than 240 researchers or students). We then
test the hand-crafted linguistic features models as a baseline and de-
velop a deep neural framework named CheckGPT to better capture
the subtle and deep semantic and linguistic patterns in ChatGPT
written literature. Last, we conduct comprehensive experiments to
validate the proposed CheckGPT framework in each benchmark-
ing task over different disciplines. To evaluate the detectability
of ChatGPT content, we conduct extensive experiments on the
transferability, prompt engineering, and robustness of CheckGPT.
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1 INTRODUCTION
The recently debuted Large Language Model (LLM) - ChatGPT has
shown an impressive ability to generate sophisticated texts with
human-like language style and quality. Concerns have been raised
that the LLM-generated content (LLM-content) can be misused to
abuse the trust systems we have, e.g., in cheating and plagiarism
[53, 103], or in phishing and romance scams [37, 94]. While many
academic institutes and publishers have announced policies on the
usage of LLM-content, it is hard to enforce such policies unless we
have a tool to accurately detect it.

LLM-content detection can be challenging due to the unique
characters of LLM/ChatGPT: (1) like a human conversationalist, the
output of LLM has a relevant, organized response with a low level of
grammar errors; (2) the samplingmechanism of LLM output ensures
that the choice of words is stochastic; therefore, the responses are
distinct even with multiple repeated inquiries; and (3) the misuse
of LLM-content can be stealthy since users can invoke ChatGPT
to polish human writing. Facing these challenges, existing LLM
detectors are less effective, especially in detecting GPT-polished
text (Section 2.2). Some experiences in identifying LLM-content
have been reported in the literature, e.g., ChatGPT output tends to
be more objective, formal, focused, and fluent than human-content
[39, 68]. However, a holistic investigation of the distinguishability
of LLM-content is still missing.

To this end, in this paper, we first identify three typical cases of
using or abusing ChatGPT in academic writing: composing, com-
pleting, and polishing. We pick three representative disciplines for
investigation: computer science for technical/engineering writing,
physics for science writing, and humanities and social sciences for
liberal arts writing. To address a range of complex real-world sce-
narios, we used four different prompt patterns for each task across
each discipline and collected a dataset, GPABench2, with 2.8 million
human-written and ChatGPT-generated academic abstracts.
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Next, we conducted an extensive field study with human eval-
uators to assess if they can distinguish LLM-content accurately
provided with a mixture of true and false samples. The cohort of
155 evaluators, consisting of university faculty, researchers, and
graduate students, proves that the recognition of LLM-content is
difficult to visually inspect based on language appearance, with
or without individual experiences of writing research articles. A
second cohort of 87 evaluators was provided with ground truth data
as references: pairs of human-written and GPT-generated abstracts.
While their capacities to identify human- and GPT-generated text
were improved, the accuracy is still too low for reliable detection. In
addition, we test 10+ state-of-the-art online or open-source detec-
tors on GPABench2, e.g., GPTZero, and show that they demonstrate
modest to poor performance, except for the language-model-based
detectors, like BERT and RoBERTa, which archives significantly
better result but requires excessive training efforts.

Last, we develop and evaluate a language-model-based detection
framework, named CheckGPT, to explore the feasibility of building
automated tools for LLM-content detection in a niche area. Check-
GPT has the following advantages: (1) it is a black-box solution
that leverages deep learning frameworks to achieve a high accu-
racy compared to human and state-of-the-art (SOTA) LLM-content
detectors. (2) CheckGPT adopts a model-agnostic setting that can
be treated as a plugin to most pre-trained language models (e.g.,
BERT). As a result, the number of parameters to be trained can be
largely reduced. (3) Due to its ability to learn generalized semantic
patterns of LLM-content, CheckGPT shows a strong potential for
domain transfer that only requires minimum fine-tuning efforts.
Finally, we conduct comprehensive experiments to demonstrate
CheckGPT’s design goals and strengths: its performance on the
GPABench2 dataset, its transferability to new domains, newmodels,
and new prompts, and its robustness against continuous updates
of ChatGPT and against human-modified GPT writing.

In summary, our main contributions are:
• We present GPABench2, a cross-disciplinary corpus consisting of
human-written, GPT-written, GPT-completed, and GPT-polished
research paper abstracts. GPABench2 has the potential to serve
as a cornerstone for benchmarking GPT detectors and a valuable
resource to assist in the design of new detecting methods.

• We evaluate the SOTA GPT detectors with GPABench2 and
present their performance. Meanwhile, with a user study of
242 participants, we show that human evaluators are unable
to distinguish between human-written and GPT-generated aca-
demic writing. This incapability persists regardless of experience,
knowledge, and reference.

• WepresentCheckGPT, a deep-learning-based andmodel-agnostic
ChatGPT-content detector with validated benefits of affordability,
transferability, and Robustness1. We demonstrate the outstand-
ing performance (∼99% average accuracy) of CheckGPT with
extensive experiments.

Ethical Considerations. The user study in Section 3 was reviewed
and approved by the Human Research Protection Program at the
University of Kansas under project ID STUDY00150100. All the
paper abstracts collected in Section 2 are open to the public. We in-
voked ChatGPT’s API (with payment) to collect the GPT-generated
1We share CheckGPT at https://github.com/liuzey/CheckGPT-v2

abstracts. The GPABench2 dataset and the CheckGPT tool have
been open-sourced. The academic community is actively discussing
how AI writing assistance tools may pose challenges to research
and education [3, 76, 95]. OpenAI also posted their perspectives on
the education-related risks and opportunities [83]. Last, the same
as other ChatGPT detectors, CheckGPT should not be used as the
sole evidence to accuse wrongdoings. In particular, false positives
(human-written content being labeled as GPT-generated) may po-
tentially harm the author. Such risk should be carefully managed
in the adoption of CheckGPTor any other GPT detector.

The rest of the paper is organized as follows: We introduce the
GPABench2 dataset and evaluate the open-source and commer-
cial ChatGPT detectors in Section 2, followed by a user study of
ChatGPT-content detection in Section 3. We present the technical
details of CheckGPT in Section 4 and experimental results in Sec-
tion 5. Finally, we survey the related literature in Section 6, and
conclude the paper in Section 7.

2 GPABENCHMARK: GPT CORPUS FOR
ACADEMIA

2.1 The GPABench2 Dataset
The concern of LLM/ChatGPT misuse has been raised widely in
academia because (1) academic integrity violations such as cheating
and plagiarism will become easy-to-conduct and hard-to-detect. (2)
False and redundant information may flood the publication sys-
tems. Stack Overflow had to ban LLM-generated posts to ensure
that visitors can find reliable answers efficiently [102]. Academic
conferences started to ban LLM-generated texts (e.g., ICML) or re-
quire disclosure (e.g., ACL, Nature, and RSC). However, without
effective mechanisms to detect GPT-generated content and bench-
mark datasets to train/evaluate the detectors, such discussions and
policies become meaningless.

The state-of-the-art corpora for ChatGPT text classificationmainly
focus on question-and-answer (Q&A) dialogues [39, 41]. While the
Q&A datasets align with the original design of ChatGPT as an in-
teractive “Chat” interface, they become insufficient as the usage
scenarios of ChatGPT have significantly expanded beyond chat.
When ChatGPT is adopted for academic writing, such as essays,
reports, and even research papers [28, 103], the generated text akin
to academic writing style is often objective, formal, and focused
[39, 68], posing more challenges to the detectors: (1) Human con-
versations often contain subjective opinions, personal biases, and
emotions. However, such clues are significantly less observed in aca-
demic writing, which is generally formal and objective [8, 9, 39, 50].
(2) Grammatical errors and inconsistencies in human-generated
texts may serve as meaningful indicators; however, they are less
likely to occur in academic writing, which is expected to meet
higher standards for fluency, clarity, and grammatical correctness
[44, 73]. Also, academic writers typically adopt a comprehensive
and organized style [16] akin to the one generated by ChatGPT
[39]. (3) Academic abstracts typically explore domain-specific and
highly-specialized topics [50], which lead to a significantly different
term distribution from conversational dialogues.

With the unique characteristics of academic writing, a new
ChatGPT-content corpus is necessary for benchmarking GPT de-
tectors and assisting in the design of detectors. In this paper, we

https://github.com/liuzey/CheckGPT-v2
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introduce GPABench2 (GPABenchmark version 2), a large-scale
GPT-generated text corpus for academic writing.

We first collected research papers (title and abstracts) from three
disciplines: computer science (CS) abstracts from top-tier conference
proceedings and arXiv, physics (PHX) from arXiv, and humanities
and social sciences (HSS) from Springer’s SSRN including history,
philosophy, sociology, and psychology disciplines. The three fields
spread across “hard science” (math-intensive) and “soft science”
disciplines. For CS and Physics, we chose papers published or posted
on or before 2019 (before the release of GPT-3) to ensure that they
were all human-written, as researchers may have adopted GPT-3 to
assist their writings before the web-based ChatGPT was released2.
Eventually, we collected 50,000 papers from each discipline.

We define three tasks based on the most representative scenarios
where LLMs are used/misused in academic writing:
• Task 1. GPT-written full abstracts (GPT-WRI or WRI). The
author gives a title to ChatGPT and asks it to write the complete
abstract from scratch.

• Task 2. GPT-completed abstracts (GPT-CPL or CPL). Text
completion is considered a conventional function of LLMs: The
author provides a few sentences to ChatGPT, who follows the
logic to complete the rest of the paragraph. We mimic this sce-
nario: for an abstract with 𝑠 sentences, the first 𝑠/2 sentences
are provided to ChatGPT, based on which it completes the ab-
stract with𝑤 words, where𝑤 is the word count in the second half
of the original abstract. Hence, the GPT-CPL abstract will have
approximately the same length as the human-written abstract.

• Task 3. GPT-polished abstracts (GPT-POL or POL). We pro-
vide the entire abstract to ChatGPT for polishing. ChatGPT re-
writes the text sentence-by-sentence and generates a revised
abstract. Invoking ChatGPT multiple times will generate differ-
ent results for the same seed abstract.
In this paper, we use human-written abstracts (HUM) to denote

abstracts that are completely written by human authors. We use
GPT-Generated abstract (GPT-GEN) to denote all three categories
of GPT-content described above: GPT-WRI, -CPL, and -POL.

We applied prompt engineering in data collection to ensure a
broad coverage of ChatGPT use cases. We studied popular prompt
patterns [116] and prompt guidelines [1, 2, 52, 89] in the litera-
ture and crafted four distinct prompts for each task, denoted as
Prompts 1 to 4 (presented in Appendix A.1): Prompt 1 is a popular
but straightforward zero-shot prompt. Prompt 2 integrates the con-
texts to outline the scope of a specific discipline. Prompt 3 uses the
role-playing technique to specify a “persona”, e.g., “an expert paper
writer in computer science”. Prompt 4 provides detailed require-
ments and instructions to guide ChatGPT. These prompts represent
four use cases with increasing levels of knowledge fed to ChatGPT.

We invoke ChatGPT (gpt-3.5-turbo) through OpenAI’s API to
generate abstracts at the cost of 0.2 cents per 1,000 tokens. The
default query rate is 200 requests per minute. In three months,
we collected 50,000 samples for each prompt, task, and discipline,
as the GPABench2 Main Dataset (1.8 million total GPT-GEN sam-
ples). We further adopted ten advanced prompting techniques, e.g.,
chain-of-thought and in-context prompt learning, to generate 435K

2GPT-3 was first released in 06/2020, access to the test release was by-invitation-only
until 11/2021 when the API was made publicly accessible.

Table 1: Performance of commercial GPT detectors on
GPABench2. Red: detection accuracy <50%, or average score
on the wrong side of the decision threshold. T1/2/3: Task
1/2/3. GPT-WRI/CPL/POL: GPT-written/completed/polished
abstracts.

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS
(a) Classification accuracy (in %) of GPTZero.

GPT 30.3 25.3 72.0 17.0 6.0 43.7 1.7 2.3 20.3
Human 99.3 99.7 100 99.7 99.7 94.3 99.7 95.7 95.7

(b1) Detection accuracy (in %) of ZeroGPT
GPT 67.4 68.4 92.3 25.3 10 62.4 3.3 2.7 24.7

Human 100 98.4 95 99.7 99.7 94.7 98.3 98.6 92.7
(b2) Average score reported by ZeroGPT. 0:human, 8:GPT

GPT 5.43 5.39 7.41 2.26 0.97 4.97 0.35 0.29 2.15
Human 0.09 0.13 0.52 0.08 0.04 0.47 0.20 0.14 0.64

(c1) Detection accuracy (in %) of OpenAI’s detector
GPT 80.7 70 63 63.7 23.7 27.3 6.3 4.3 6

Human 51.0 69.7 84.0 35.3 59.7 79.6 50.7 69.0 88.0
(c2) Average score reported by OpenAI. 0:human, 4:GPT

GPT 3.11 2.89 2.72 2.70 2.12 2.04 1.75 1.59 1.52
Human 1.42 1.17 0.59 1.71 1.35 0.68 1.38 1.14 0.52

additional testing samples (Sec. 5.8). Eventually, GPABench2 con-
tains 2.385M total samples (2.235M GPT-GEN and 0.15M HUM).

Advanced Prompt Engineering and Additional Testing Data.
Research efforts on prompt engineering aim to guide or improve
the design of ChatGPT prompts [25, 116]. We adopt six approaches
that are widely adopted in the community: (1) Zero-shot Chain-of-
Thought Prompting (ZC, [56]) enforces step-by-step reasoning with
specific trigger phrases like “Let’s think step by step.” (2) Automatic
Prompt Engineer (APE, [123]) automates the creation and selection
of prompts using iterative optimization. (3) Self-critique Prompting
(SCP, [75]) employs GPT to evaluate its own responses and provide
feedback. (4) Few-shot Prompting (FSP, [12]) conditions the model
using examples or demonstrations. (5) Least-to-Most Prompting
(LMP, [122]) parses a problem into simpler subproblems. (6) Gen-
erated Knowledge Prompting (GKP, [65]) starts the prompt with
relevant information generation. We also adopt four prompt re-
finement methods: (1) Prompt Perfect (PP, [90]). (2) GPT-generated
Prompts (GP, [101]). (3) Meta Prompts (MP, [35]). (4) Instruction
Induction (II, [47], not for Task 3). We use each of these methods
to write, complete, and polish 5,000 abstracts from each discipline
(please refer to Appendix A.2 for details). In summary, we collected
435K additional samples to be used for testing.

2.2 Benchmarking Online and Open-source
ChatGPT Detectors

Several online commercial tools have been developed to detect AI-
generated text. We are especially interested in them because they
are the most accessible and easy-to-use detectors for ordinary users.
We evaluate the accuracy of three representative online ChatGPT
tools, GPTZero [109], ZeroGPT [121], and OpenAI’s classifier [81],
over GPABench2. Due to a lack of API, slow responses, and high
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cost, we cannot run large-scale experiments. Instead, we randomly
sampled 300 pairs of human-written and the corresponding GPT-
generated abstracts for each task in each discipline, i.e., 2,400 pairs
in total, and fed them to each detector. Their performance is sum-
marized in Table 1. Note that, in Task 2 (GPT-completed abstracts),
we only input the second half of each abstract to the detectors.

From the performance summary in Table 1 and the detailed
results in Appendix B, we have three observations: (1) all three
detectors demonstrated modest to poor accuracy for GPT-GEN con-
tent; (2) the detectors have tendencies to classify GPT-generated
text as human-written; and (3) the detection accuracy for GPT-GEN
decreases significantly from Task 1 (GPT-WRI) to Task 3 (GPT-
POL). Note that these experiments are not intended to compare
with CheckGPT. Since these models are not explicitly trained with
academic data, their inaccuracy can be excused, and directly com-
paring them with CheckGPT is unfair. Rather, we intend to use the
results as a motivation for CheckGPT–generic detectors struggle in
specific tasks, indicating limited transferability. The gap highlights
the need for effective detectors for this niche domain, which has
the potential to transfer to related domains.

A number of detectors have been proposed for LLM/ChatGPT-
generated text. For a comparative study, we adopted 15 open-source
detectors in the literature. Based on the design philosophy, we fur-
ther categorize them into three groups: (a) Pre-trained detectors. We
directly adopt the trained models: HC3-Perplexity (HC3-PPL) [39],
HC3-GLTR [39], HC3-Roberta (HC3-RBT) [39], OpenAI-Roberta
(OpenAI-RBT) [84, 100]. (b) Statistics-based detectors. They analyze
the statistical differences between LLM and human-written text:
Histogram-of-Likelihood Ranks (HLR) [34], Rank [79], Log-Rank
[79], Total Probability (TP) [100] Perplexity (PPL) [39], Entropy
[34, 79], DetectGPT [79]. (c) Fine-tuned Language Models. They fine-
tune the pre-trained language models for detection: BERT [51],
DistillBERT [41], and RoBERTa [39, 68, 74, 115]. We also include
GPT-2, which is even larger with 355M parameters. Please refer to
Appendix B.1 for more details.

The statistics- and fine-tuning-based detectors are trained/tuned
with the entire training set in GPABench2. We evaluate all the de-
tectors on GPABench2 with samples generated by Prompt 1. From
the results presented in Table 2, we observe the following: (1) The
pre-trained detectors work poorly on GPABench2. The failure of the
OpenAI detector can be attributed to the discrepancy in the target
model, as it was designed for GPT-2. The poor performance of HC3
detectors indicates the ineffectiveness of statistics-based methods
(HC3-PPL, HC3-GLTR) and the limited transferability of RoBERTa
(HC3-RBT). (2) The statistics-based detectors provide satisfactory
performance in Task 1; however, they become mostly ineffective
in Tasks 2 and 3. These results also indicate that GPT-polished
content demonstrates significantly more statistical similarities to
human-written text, especially at the lexicon level, e.g., word dis-
tributions, complexity, etc. (3) Fine-tuned language models with a
native classification layer provide outstanding performance in most
tasks, with slightly lower accuracy in Task 3. However, training or
tuning the full BERT, RoBERTa, or GPT models is computationally
expensive, e.g., it takes over 1,000 seconds to fine-tune BERT or
RoBERTa for one epoch on an NVIDIA 4090 GPU and more than
6,000 seconds for GPT-2.

Table 2: Performance (F1-score) of open-source detectors on
GPABench2. Values in blue: the best performance.

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

(a) Pre-trained Detectors
HC3-PPL 0.760 0.794 0.854 0.688 0.686 0.763 0.665 0.668 0.682
HC3-GLTR 0.679 0.680 0.735 0.670 0.669 0.700 0.666 0.667 0.670
HC3-RBT 0.710 0.788 0.795 0.726 0.753 0.786 0.722 0.746 0.805

OpenAI-RBT 0.072 0.106 0.110 0.159 0.219 0.192 0.072 0.113 0.112
(b) Statistics-based Detectors

HLR 0.910 0.917 0.902 0.792 0.757 0.841 0.608 0.602 0.682
Rank 0.781 0.650 0.525 0.783 0.612 0.531 0.808 0.738 0.620

Log-Rank 0.911 0.919 0.895 0.794 0.764 0.843 0.626 0.608 0.679
TP 0.913 0.924 0.894 0.797 0.778 0.847 0.632 0.622 0.686
PPL 0.913 0.925 0.891 0.814 0.797 0.848 0.654 0.650 0.695

Entropy 0.803 0.851 0.745 0.697 0.708 0.738 0.558 0.593 0.633
DetectGPT 0.790 0.722 0.768 0.685 0.693 0.766 0.616 0.588 0.630

(c) Fine-tuned Language Models
BERT 0.999 0.999 0.998 0.992 0.983 0.992 0.983 0.984 0.966

DistillBERT 0.999 0.999 0.999 0.990 0.992 0.975 0.977 0.989 0.973
RoBERTa 0.999 0.999 0.997 0.970 0.995 0.995 0.981 0.993 0.967
GPT2 0.998 0.995 0.998 0.982 0.987 0.947 0.969 0.974 0.956

CheckGPT 0.999 1.000 0.999 0.996 0.995 0.995 0.993 0.994 0.993

3 USER STUDY: IDENTIFICATION OF HUMAN-
AND GPT-GENERATED ABSTRACTS

With all the news reports and online/informal discussions that
human users are unable to distinguish ChatGPT-generated text
from man-written text, we investigate this problem through a user
study in a relatively well-defined domain: research publications.
We aim to answer four research questions:
RQ1: Could (experienced) researchers distinguish between human-
written and GPT-generated paper abstracts?
RQ2: Do prior experiences with reading/writing papers contribute
to the capability of identifying GPT-generated abstracts?
RQ3: Does the researchers’ capability in identifying GPT content
vary by discipline?
RQ4: Will their capability improve if they have ground truth data
(pairs of human- and GPT-generated content) as references?

We designed a questionnaire as follows: first, the landing page
displays an IRB information statement and asks the participants
to select their “most familiar discipline” among CS, Physics, and
Humanities & Social Sciences (HSS). Then, the main questionnaire
page asks the participants to provide basic background information,
their roles, whether they have published research papers and self-
claimed familiarity with research papers. Finally, each participant
is presented with three abstracts and asked to annotate each as
“human-written” or “GPT-GEN/POL”. Each abstract is randomly
sampled from HUM or GPT-WRI/POL abstracts from Tasks 1 and
3 of GPABench2. For Task 3, we display the following hint: “This
abstract was completely written by humans OR written by humans
and then polished by ChatGPT.”

In the second experiment, we provide the participant with some
ground truth data as reference, i.e., we display three pairs of labeled
human- and GPT-generated abstracts from the same task and disci-
pline, and instruct the participants to learn the writing styles from
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Table 3: Results of the user study. Par.: number of partic-
ipants; Acc.: accuracy; HUM: accuracy for human-written
abstracts; GPT: accuracy for GPT-generated abstracts.

Exp 1: w/o reference Exp 2: with reference
Category Par. Acc. HUM GPT Par. Acc. HUM GPT

Role
Faculty 44 49.2% 58.6% 41.9% 28 59.5% 61.2% 57.1%

Researchers 30 50.0% 58.2% 37.1% 28 58.3% 56.3% 61.1%
Students 81 48.1% 56.3% 40.3% 31 66.7% 75.6% 58.3%

Discipline
CS 57 50.3% 59.0% 43.0% 33 60.6% 59.6% 61.5%

Physics 48 53.5% 65.1% 37.7% 25 60.0% 71.1% 43.3%
HSS 50 42.7% 46.5% 39.2% 29 64.4% 62.0% 67.6%

Self-claimed Familiarity with Research Papers
Expert 52 51.3% 60.6% 43.5% 32 61.5% 67.3% 53.7%

Knowledgable 56 47.6% 57.3% 34.7% 30 61.1% 56.5% 65.9%
Somewhat 39 48.7% 56.0% 43.3% 21 65.1% 72.7% 56.7%

No familiarity 8 41.7% 46.7% 33.3% 4 50.0% 50.0% 50.0%
Published papers?

Yes 106 48.7% 58.1% 39.2% 56 60.7% 64.0% 57.0%
No 49 49.0% 55.6% 42.7% 31 63.4% 64.2% 62.5%

these examples before moving to the detection questions. Three
unlabeled samples are then displayed for the user to annotate.

We distributed questionnaires to faculty members, researchers,
and graduate students in the Department of EECS, Department of
Physics, and College of Liberal Arts at the University of Kansas.
Physics faculty members also shared the questionnaire with collab-
orators in the European Organization for Nuclear Research (CERN).
For Experiment 1, we received 155 responses with 465 annotated
abstracts in approximately four weeks. The overall accuracy, de-
fined as the proportion of correctly identified abstracts out of all
abstracts, was 48.82%, which is slightly worse than random guesses.
For Experiment 2, we received 87 responses with 261 annotated
abstracts in two weeks. The overall accuracy improved to 61.69%.
Note that the median time spent on each questionnaire was 108
seconds in Experiment 1 and 229 seconds in Experiment 2, showing
that the participants did spend time reading and comprehending
the ground truth samples. The detailed statistics of the responses
are shown in Table 3. From the responses, we have the following
observations:
• It is very challenging for human users to distinguish between
human-written and GPT-generated paper abstracts. Only 21 users
in Experiment 1 and 24 users in Experiment 2 correctly identified all
three abstracts. If all participants were making random selections,
19.38 users would have scored 3 correct selections in Experiment 1.
• Participants have the tendency to annotate abstracts as “hu-
man”. 57.33% and 64.08% of human-written abstracts were correctly
labeled as “human-written" in Experiments 1 and 2, respectively,
while 59.66% and 41.2% of GPT-generated abstracts were mistakenly
labeled as “human-written”. The result confirms the public opinion
that ChatGPT achieves human-like language style and quality.
• Users are better at identifying fully GPT-written abstracts with
the accuracy of 43.81% and 66.13%, while they perform worse with
GPT-polished abstracts with the accuracy of 37.5% and 50.88%.
• Users’ self-claimed expertise appears to very slightly affect their
capability to identify human-written and GPT-generated abstracts.

For example, participants with “No familiarity” with papers per-
formed worse than the others. However, most of the differences are
not statistically significant.
• Users become slightly better at identifying GPT-generated con-
tent when they are provided with references. However, the accuracy
is still too low for reliable identification. The largest improvement
is witnessed in HSS, with an accuracy improvement of 21.5%.

4 CHECKGPT: AN ACCURATE DETECTOR
FOR CHATGPT-GENERATED ACADEMIC
WRITING

4.1 The System Model and Assumptions
Our objective is to build a classifier,CheckGPT, to determinewhether
a given text snippet is generated by ChatGPT. We denote our clas-
sifier asH , and the classification problem can be formulated as:

𝑦 = H\ (s) (1)
argmin\ L(𝑦,𝑦) (2)

where s is an unstructured text snippet (i.e., paper abstract). Given
s,H(s) generates the probability distribution 𝑦 considering label
space {‘h’, ‘g’}, where ‘h’ indicates human-written text and ‘g’ in-
dicates ChatGPT-generated text. The goal is to find an optimal set
of parameter \ forH to minimize the loss function L measuring
the distance between prediction 𝑦 and observation 𝑦.

We consider a black-box defender, who only has access to the
observed LLM outputs, and does not have insider knowledge of
the LLM that generates these samples (weights, structures, and
gradients). This assumption is practical, considering OpenAI has
not open-sourced its LLMs since the GPT-3.5.

The primary goal of this work is to detect raw ChatGPT-generated
text, i.e., the unaltered output from ChatGPT. In the community,
there have been discussions on the boundary betweenGPT-generated
text and Human-generated text in the context of partial paraphras-
ing [11], where the boundary can become murky if a piece of GPT-
generated text is further edited by a human editor. Therefore, to
avoid the controversy of data labeling, we mainly focus on the clean
boundary between purely human-generated text and raw ChatGPT
output in problem setting3.

Based on the application of the task, we further assume the
following demands in addition to the defender’s goals: (1)Moderate
Data Availability. We do not assume the defender’s privileged usage
of ChatGPT. Therefore, the training samples are collected strictly
following OpenAI’s policy. With the efficiency of regular queries,
an ordinary user usually can not collect massive amounts (e.g., tens
of millions to billions) of data. (2) Affordability.We do not assume
the defender’s access to excessive computing power, which is only
affordable to large organizations in the real world. We aim to offer a
lightweight solution that smaller entities could conveniently obtain
and deploy in a daily operational environment. And (3) Privacy-
Preserving Local Deployment. The end users may not agree to share
their data with the detector providers due to privacy, intellectual
property, or policy concerns (e.g., manuscripts being reviewed).
Therefore, the detector should have the potential to be transferred
to a new domain with a small amount of target-domain data.
3We will relax this assumption in Section 5.10 and evaluate CheckGPT’s robustness
against post facto human interventions
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Table 4: Comparison between GPT-generated and human-
written abstracts: complexity and syntactic features.

word- flesch- smog- coleman- lix ttr VBG DT PRP report-
len kincaid index liau verbs

GPT-WRI 6.3 3.6 18.8 20.0 72 0.63 0.05 0.11 0.012 0.010
GPT-CPL 6.1 3.0 18.2 18.6 68 0.68 0.04 0.12 0.013 0.011
GPT-POL 5.7 1.8 16.4 16.4 61 0.66 0.03 0.12 0.014 0.013
HUM 5.5 2.4 16.3 15.1 60 0.64 0.02 0.11 0.019 0.015

HUM-T2 5.5 2.6 16.4 15.1 60 0.73 0.02 0.11 0.020 0.017

Table 5: Comparison between GPT-generated and human-
written abstracts: semantic, pragmatic, and sentiment fea-
tures.

dates fac- implica- stops asserta- hedges pos- neg-
tives tives tives opinion opinion

GPT-WRI 0.0022 0.0012 0.0026 0.29 0.0018 0.0031 0.037 0.018
GPT-CPL 0.0040 0.0013 0.0044 0.31 0.0029 0.0058 0.037 0.020
GPT-POL 0.0070 0.0014 0.0049 0.31 0.0039 0.0081 0.027 0.021
HUM 0.0078 0.0013 0.0051 0.32 0.0041 0.0091 0.026 0.021

HUM-T2 0.0077 0.0014 0.0057 0.33 0.0045 0.0100 0.028 0.020

4.2 Linguistic & Semantic-Based Detection
We first explore a non-deep learning method using hand-crafted
linguistic & semantic features as our baseline approach. The raw
texts are transformed into vector representations using the NELA
(News Landscape) features [48]. The NELA features were initially
proposed for analysis in news articles. They comprise six linguistic
and semantic features: styles, complexity, biases, affects, morals,
and events. In Tables 4 and 5, we compare the statistics of HUM
and GPT-GEN abstracts based on various features: average word
length, readability (using Flesch-Kincaid Grade Level, SMOG index,
Coleman-Liau Index, and LIX), lexical diversity (TTR), syntactic
features (VBG, DT, PRP, and report verbs), semantic features (dates,
factives, and implicatives), pragmatic features (stop words, asserta-
tives, and hedges), and sentiment (positive/negative opinion words).
The results show that GPT-POL abstracts are linguistically and se-
mantically the most similar to the HUM ones. As more information
is provided to ChatGPT in Tasks 2 and 3, the GPT-GEN abstracts
become less complex in word length and readability and contain
fewer gerunds (VBG) and positive opinion words. They also include
more personal pronouns (PRP), report verbs, dates, factives, im-
plicatives, stop words, assertatives, hedges, and negative opinion
words, making them more similar to human-written ones.

We adopt Gradient Boosting (GB) decision trees to distinguish
between human-written and GPT-generated abstracts. For each task
and discipline, the models are trained with 50,000 human-written
and GPT-generated samples, respectively, and tested with 10,000
samples from each class, i.e., an 80/20 train-test split ratio.

The classification performance of the baseline models is shown
in Table 6. We have the following observations: (1) For Task 1, GB
performs well in distinguishing GPT-written abstracts in CS and
physics. (2) For Task 2, the F1-scores drop to about 0.9, indicating
an increased difficulty. (4) The GPT-polished abstracts in Task 3 are
more challenging to detect. The performance decreases significantly
to <0.8 for all three disciplines.

We inspect the feature importance within the GB model to ana-
lyze the differences between the GPT-GEN and human abstracts.
We find that: (1) ChatGPT tends to compose longer sentences and

Table 6: The baseline approach: classification F1-score for
the NELA classifier.

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS
0.965 0.980 0.963 0.901 0.918 0.896 0.774 0.794 0.798

use longer words; (2) ChatGPT habitually uses more gerunds as
adverbials; (3) ChatGPT uses more determiners and fewer personal
pronouns than human writers. Please see Appendix D.1 for details.

While the baseline approach lacks capabilities in some tasks,
it still significantly outperforms the human evaluators tested in
Section 3, and the existing detecting tools in Table 1. It showcases
the different habitual patterns of GPT-generated and human-written
abstracts. Prominently, ChatGPT exhibits a tendency of increased
complexity and a higher frequency of third-person singulars and
gerunds. While these habitual patterns identified provide valuable
insights, they alone cannot guarantee reliable and generalizable
classification, as shown by the model’s insufficiency on Task 2 and
3. This motivates us to adopt DNN-based detectors, which are more
capable of capturing subtler and deeper semantic and/or linguistic
patterns that the hand-crafted NELA features may overlook.

4.3 The CheckGPT Framework
Preliminaries. The Bidirectional Encoder Representations from
Transformers (BERT) [23] family, including but not limited to BERT
itself and RoBERTa, have shown extraordinary capabilities in a
wide range of NLP tasks. RoBERTa (Robustly Optimized BERT
approach) [67] is the state-of-the-art member of this family built
upon BERT by Meta. Models like RoBERTa are pre-trained on a
massive corpus from diverse disciplines. Such extensive training
allows them to capture and represent various linguistic patterns,
syntactic structures, and semantic relationships in the texts. Its
tokenization and encoding enable the transformation of raw data
into effective representations, which can be used for downstream
tasks. In this work, we utilize the pre-trained RoBERTa to preprocess
the text data. The pre-training of the RoBERTa utilizes a masked
language modeling (MLM) objective, which can be formalized as:

LMLM = −Es∼D𝑠
log 𝑃 (𝑚 |s) (3)

where D𝑠 is the corpus, s denotes an input sequence, and𝑚 is a
masked token. The representations extracted by RoBERTa serve as
the features for our downstream classification head. Long-Short-
Term Memory (LSTM) networks [45], a variant of Recurrent Neural
Network (RNN) that incorporates a gating mechanism to effec-
tively retain information, can improve feature learning over long
sequences. In this work, we adopt LSTM to build the classification
head to aggregate the sequences of RoBERTa encoded tokens, and
to fine-tune the final representation for task-specific prediction.
Representation. CheckGPT framework consists of two stages: rep-
resentation and classification, as shown in Figure 1. For representa-
tion,CheckGPT proposes a model-agnostic design for text encoding
where any pre-trained representation model (e.g., other variants
of BERT) could be directly employed as is. This design achieves
higher affordability, upgradability, and flexibility since (1) adopting
a sophisticated pre-trained embedding model can save tremendous
efforts and computations compared with training one from scratch,
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Figure 1: The architecture of CheckGPT.

which is often beyond the capability of regular users or organi-
zations; (2) a plugin design allows future upgrades by seamlessly
accommodating new representation models; and (3) the lightweight
classification head is easier to fine-tune when new data or domains
are added. In CheckGPT, the representation stage is completed
using the tokenizer and encoders of RoBERTa-large4. For tokeniza-
tion, the pre-trained RoBERTa-large enforces a limit of 512 tokens.
The tokenization can be formalized as:

X = Tokenizer(s) = {𝑥𝑖 }𝑛𝑖=1 (4)

where X denotes a sequence of length 𝑛 consisting of individual
tokens 𝑥𝑖 , and Tokenizer refers to the Byte-level Pairing Encoding
(BPE) utilized by RoBERTa.

For the encoder, the RoBERTa uses embeddings of size 1024 to
represent each token. In this way, the tokenized texts are encoded
into contextualized representations with a shape of 𝑛 × 1024. The
encoding can be formalized as:

E = Encoder(X) = {𝑒𝑖 }𝑛𝑖=1, 𝑒𝑖 ∈ R1024 (5)

where E denotes a sequence consisting of individual embedding 𝑒𝑖 ,
and Encoder refers to the transformer encoder utilized in RoBERTa.
Classification. The derived embeddings are fed into the LSTM-
based classifier. The classification head consists of two LSTMs (with
an embedding size of 256), and each is followed by an attention
layer [6] to aggregate the entire sequence into a single vector. The
outputs from the two LSTM modules are later concatenated and
passed through a dropout layer with a rate of 𝑝 = 0.5 for overfitting
prevention, and a dense layer (FC) for final task-specific fine-tuning.

The softmaxed output indicates the conditional probability of
the two classes: “GPT-generated” (𝑦𝑔) or “Human-generated” (𝑦ℎ).
The functions of our LSTM classifier 𝑓\ (E) are as follows:

ℎ1 = LSTM1 (E), 𝑟1 = ATTN1 (ℎ1)
ℎ2 = LSTM2 (ℎ1), 𝑟2 = ATTN2 (ℎ2)

(𝑦𝑔, 𝑦ℎ) = Softmax(FC(Dropout(𝑟1 ⊕ 𝑟2)))
(6)

Model Training. The classifier 𝑓\ with parameter \ is optimized in-
dependently with the RoBERTa frozen (as is) during the training.We
adopt an AdamW optimizer [70], a CosineAnnealing learning rate
scheduler [69], and a gradient scaler for efficient mixed-precision
training [78]. Given the model’s predicted probabilities 𝑦 = (𝑦ℎ, 𝑦𝑐 )
and one-hot encoded ground truth 𝑦 = (𝑦ℎ, 𝑦𝑐 ), the Binary Cross

4https://github.com/facebookresearch/fairseq/tree/main/examples/roberta

Entropy (BCE) loss of each training sample is defined as:

L(\ ) = − [𝑦𝑐 log(𝑦𝑐 ) + 𝑦ℎ log(𝑦ℎ)] (7)

Design Choices and Discussions. One alternative approach is
directly applying RoBERTa by adding a RobertaClassificationHead
[49]. However, experiments show that CheckGPT incur a higher
accuracy, which can be attributed to LSTM’s capability to track the
sequential dependencies over long periods in the text sequences
[119]. Please refer to Section 5.2 for details of the ablation study.

Another alternative approach is to include the entire pre-trained
language representation model [85, 86] for task-specific fine-tuning.
As shown in Table 2, CheckGPT consistently outperforms the ap-
proaches of fine-tuning the entire language representation models
(BERT, DistillBERT, RoBERTa, and GPT-2) on GPABench2.

Comparing with both alternative approaches in framework de-
sign, CheckGPT offers the following advantages: (1) Efficiency:
CheckGPT significantly reduce the parameters to save both time
and computing resources. Given the parameters of language models
ranging from 66M (DistilledBERT [96]) to 355M (RoBERTa-large,
GPT-2-medium) and 1750M (GPT-3 [13]), our model only maintain
4M parameters and achieve satisfactory accuracy. In the experi-
ments, tuning RoBERTa on the full unified dataset takes 9.75 hours,
while training CheckGPT takes 21 minutes to exceed RoBERTa’s
accuracy. (2) Affordability: Tuning RoBERTa’s 355M parameters
consumes 22GB GPU memory, while training CheckGPT’s LSTM
(4M parameters) uses 164MB (batch=16 for both). (3) Applicabil-
ity: CheckGPT is model-agnostic and thus accepts various rep-
resentation approaches (e.g., BERT[23], BART [61]), making it a
lightweight and universal detector, as detailed in Section 5.2. This
feature can be especially valuable considering deployment and cus-
tomization in the real world. (4)Versatility: By freezing RoBERTa’s
well-crafted parameters trained on a broad range of domains, we
retain the framework’s generalizability to a great extent to use
CheckGPT in different subjects, which is challenging for fine-tuned
RoBERTa [115]. More details are presented in Section 5.3. (5) Trans-
ferability: In transferring the pre-trained classifier to a new domain
(e.g., from paper abstracts to news reports), finetuning a very large
model using a small dataset may cause overfitting and catastrophic
forgetting [54, 80]. We noticed obvious overfitting on RoBERTa
during transfer learning with 2000 samples. The small model size
in CheckGPT also reduces the risks of over-fitting and catastrophic
forgetting, especially with small datasets [5, 111].

5 EXPERIMENTS
5.1 Settings and Metrics
We implement CheckGPT with PyTorch 1.13.1 in Python 3.9.1 on
Ubuntu 22.04. The pre-trained RoBERTa is adopted from [49]. All
the experiments were conducted on an Nvidia 2080Ti GPU and an
Intel i9-9900k CPU.We use GPABench2 for most of the experiments.
CheckGPT is trained with an initial learning rate of 2e-4, a batch
size of 256, and an early-stop strategy to finish training when the
validation loss stays flat for a number of epochs (8 by default).

When we consider CheckGPT as the GPT-generated content
detector, the true positive rate (𝑇𝑃𝑅 = 𝑇𝑃

𝑇𝑃+𝐹𝑁 ) is the proportion of
correctly detected GPT-generated abstracts out of all GPT-generated
abstracts, i.e., the accuracy in classifying GPT-generated text. The
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Table 7: CheckGPT’s performance (in %) for each task, disci-
pline, and prompt: TPR, TNR, accuracy (Acc).

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

Prompt 1
TPR 99.95 100.0 99.94 99.58 99.50 99.48 99.23 99.31 99.22
TNR 99.97 100.0 100.0 99.70 99.57 99.67 99.33 99.40 99.39
Acc 99.96 100.0 99.97 99.64 99.54 99.58 99.28 99.36 99.31

Prompt 2
TPR 99.99 100.0 100.0 99.63 99.50 99.65 99.23 99.50 99.32
TNR 99.99 100.0 99.98 99.75 99.63 99.68 99.33 99.51 99.40
Acc 99.99 100.0 99.99 99.69 99.57 99.67 99.28 99.51 99.36

Prompt 3
TPR 99.97 99.99 99.96 99.78 99.68 99.67 99.33 99.35 99.46
TNR 100.0 100.0 99.98 99.76 99.79 99.71 99.34 99.68 99.36
Acc 99.98 100.0 99.97 99.77 99.74 99.69 99.34 99.52 99.41

Prompt 4
TPR 100.0 99.99 99.96 99.76 99.71 99.67 99.41 99.61 99.47
TNR 99.99 100.0 99.99 99.77 99.78 99.88 99.60 99.69 99.50
Acc 100.0 100.0 99.98 99.77 99.75 99.78 99.51 99.65 99.49

Figure 2: Training losses of the task-specific and discipline-
specific classifiers.

true negative rate (𝑇𝑁𝑅 = 𝑇𝑁
𝑇𝑁+𝐹𝑃 ), is the proportion of correctly

identified human-written abstracts out of all human-written ab-
stracts, i.e., the accuracy in classifying human-written text. The
overall accuracy is defined as the proportion of correctly classified
samples over all the testing samples: 𝐴𝑐𝑐 = 𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁 .

5.2 Task- and Discipline-specific Classifiers
We first evaluate CheckGPT at the finest granularity: one classifier
for each discipline, task, and prompt combination. We use an 80%-
20% train-test split on the main GPABench2 dataset: 80K samples
(40K each of GPT and HUM) for training and 20K for testing. Train-
ing takes an average of 120s per epoch, while testing takes about
0.03s per sample. We report the classification accuracy in Table 7.

CheckGPT achieves very high accuracy in all cases. The detec-
tion accuracy for Task 1 (abstracts entirely written by ChatGPT) is
higher than 99.9% across all disciplines/prompts. Task 2, where only
the second halves of the abstracts are checked, has slightly lower
accuracy, which is explained by shorter text lengths and better
writing by ChatGPT given more seed data. The accuracy of Task
3, which is most challenging for the open-source and commercial
detectors (Sec. 2.2), is between 99.28% and 99.65%.

Figure 2 shows the training losses (Prompt 1). Task 1 models
rapidly grasp simple features like lexical characteristics, while Tasks
2 and 3 are more difficult. In most cases, HSS is more challenging,
which implies that ChatGPT does a better job mimicking human-
written style in these topics. Task 2 is the outlier, where the samples
in PHX are significantly shorter and thus harder to distinguish.

Figure 3: Feature space distribution of human-written (green)
and GPT-generated (red) abstracts.

Table 8: Comparison with other design choices
Note: CheckGPT representation = RoBERTa.

Model Para Acc(%)
Size Task 1 Task 2 Task 3

GLoVe + CheckGPT classifier - 99.77 98.34 95.90
BERT + CheckGPT classifier - 99.90 99.28 97.81

CheckGPT representation + RCH 1.05M 99.80 97.70 94.08
CheckGPT representation + MLP-Pool 1.05M 99.87 98.62 95.93

CheckGPT representation + CNN 3.33M 99.80 98.47 96.49
CheckGPT rep. + BiLSTM w/o attention 4.21M 99.91 99.54 98.92

CheckGPT 4.21M 99.98 99.72 99.39

We randomly select 2,000 CS abstracts from each task/label,
and then use t-Distributed Stochastic Neighbor Embedding (t-SNE)
[112] to map the 1024-D feature vectors from the last dense layer
of the BiLSTM module into a 3-D space, as shown in Figure 3. The
figure shows that: (a) GPT-written abstracts form a dense cluster
(consistent vocabulary, writing style, and semantic features), which
is different from the varied distribution of human-written samples.
(b) GPT-completed abstracts (Task 2) are significantly more diverse
than the GPT-written ones. While their representations are closer
to the human-written samples, a distinct gap remains. (c) GPT-
polished samples are scattered and intertwined with human-written
samples, demonstrating the challenges in Task 3.
Ablation study.We compare the current design of CheckGPTwith
several alternatives. We first keep the classification head in Check-
GPT and replace the representation module with GLoVe6B-100d
[87] or pre-trained BERT. As shown in Table 8, there is a slight
performance drop. We then keep the representation module and re-
place the classifier with: the default classification head for RoBERTa
(RCH) Huggingface [49], and its variant with global average pooling
(MLP-Pool; 26, 63); an AlexNet-like CNN [58] with five convolu-
tional layers, and a basic BiLSTM without attention. As shown in
Table 8, CheckGPT achieves the best accuracy.

5.3 Transferability across Tasks, Disciplines,
and Prompts

We evaluateCheckGPT’s capability of cross-prompt, cross-task, and
cross-disciplinary generalization. First, we train nine cross-prompt
models (one model for each task and discipline as shown in Table 9
(a)) to evaluate testing samples from other tasks and disciplines,
without model fine-tuning. In Figure 4 (a), each value demonstrates
the F1-score using the model from the task/discipline denoted on
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Figure 4: CheckGPT’s transferability across disciplines and
tasks: (a) without fine-tuning, (b) tunedwith 5% data from the
train set. 1C: Task 1 GPT-WRI+CS; 2P: Task 2 GPT-CPL+PHX;
3H: GPT-POL+HSS.

Table 9: TPR and TNR (in %) of the unified classifiers.

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

(a) Cross-prompt Classifiers
TPR 99.99 99.99 99.99 99.84 99.87 99.78 99.74 99.75 99.74
TNR 99.97 100.0 99.97 99.52 99.43 99.51 98.87 99.31 98.90

(b) Cross-prompt Cross-disciplinary Classifiers
TPR 99.99 99.99 99.99 99.82 99.72 99.72 99.62 99.73 99.62
TNR 99.99 100.0 99.99 99.66 99.67 99.72 99.10 99.58 99.24

(c) Cross-prompt & -task & -disciplinary Classifiers
TPR 100.0 100.0 100.0 99.81 99.77 99.80 99.58 99.76 99.65
TNR 99.16 99.46 99.27 99.47 99.45 99.55 99.16 99.46 99.27

the x-axis to test samples from the task/discipline on the y-axis.
From the figure, we observe the following:
• CheckGPT is adaptable across disciplines. CheckGPT achieves
≥0.978 F1-score on cross-discipline data from the same task.
• CheckGPT is less adaptable across tasks. In particular, the models
trained in Task 1 demonstrate low performancewith testing samples
from the other tasks, while the models from Task 2 are also less
capable of handling Task 3 (GPT-POL) data.
• The models trained in Task 3 demonstrate solid performance
with testing samples from Tasks 1 and 2. This implies that Task 3
could be the most difficult, and the models have learned the subtle
but inherent features of AIGC.

We then fine-tune the last linear layer of each model with the
data in the target domain. As shown in Figure 4 (b), tuning with as
few as 5% of data (2K samples) increases the classification F1-score
to >0.97 in all cases, while the distribution patterns of the F-1 scores
remain similar to Figure 4(a).
Prompt Transferability. To assess CheckGPT’s generalizability
over domain shifts caused by ChatGPT prompts, we train it with
data from 3 prompts and test it with samples from the fourth prompt.
As shown in Table 10, CheckGPT is highly transferable across
prompts. Notably, testing accuracy for Prompt 1 is usually the
lowest, which is explained by the fact that Prompt providedminimal
context to ChatGPT so that the outputs are most diverse.
The Unified Classifiers.We evaluate CheckGPT by sampling data
from all prompts (trainwith 80KGPT samples for each task/discipline)

Table 10: TPR and TNR (in %) of cross-prompt testing.

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS
(a) Train with Prompts 2, 3, 4; test with Prompt 1

TPR 99.73 99.91 99.63 99.43 99.31 99.54 97.73 98.47 98.00
TNR 99.89 99.99 99.95 99.35 99.42 99.19 98.54 99.00 98.99

(b) Train with Prompts 1, 3, 4; test with Prompt 2
TPR 99.46 99.83 99.59 99.63 99.50 99.55 98.82 99.18 99.59
TNR 99.89 99.81 99.85 99.14 99.40 99.20 99.23 99.39 98.87

(c) Train with Prompts 1, 2, 4; test with Prompt 3
TPR 99.99 99.99 99.97 99.31 99.51 99.60 99.34 99.75 99.68
TNR 99.87 99.92 99.89 99.49 99.46 99.29 98.86 98.98 98.80

(d) Train with Prompts 1, 2, 3; test with Prompt 4
TPR 99.98 99.95 99.95 99.67 99.39 99.51 99.75 99.63 99.79
TNR 99.79 99.91 99.82 99.06 99.41 99.35 98.47 98.99 98.79

Table 11: TPR (in %) of other sections of research papers.

Introduction Background Conclusion
CS PHX HSS CS PHX HSS CS PHX HSS

TPR 99.99 100.0 100.0 99.99 100.0 99.98 100.0 100.0 100.0

and show the classification accuracy in Table 9 (a). We then com-
bine data across disciplines (Table 9 (b)) and further across all tasks
(Table 9 (c)). In summary, unified training slightly improves TPR,
especially for difficult tasks, e.g., GPT-POL in CS.
The Multi-Task Classifier. Finally, we investigate whether Check-
GPT is able to distinguish the difference among the three tasks. We
turn CheckGPT into a unified, 4-ary classifier to distinguish HUM,
GPT-WRI, GPT-CPL, and GPT-POL abstracts. CheckGPT achieved a
98.51% accuracy, with 98.75%, 99.39%, 97.69%, and 98.24% for HUM,
GPT-WRI, GPT-CPL, and GPT-POL, respectively. CheckGPT’s accu-
racy drops slightly due to the challenges of multi-label classification,
but it can still catch the subtle differences in the three tasks well.

5.4 Transferability to New Domains
Other academic writing purposes.While our GPABench2 focuses
on abstracts of research papers, ChatGPT can be used for other
writing purposes, e.g., other sections of papers. While paper ab-
stracts are almost always publicly available, the full papers are often
restricted by copyright. Web scraping is not allowed even for open-
access papers. Thus, we do not attempt to include human-written
full papers in GPABench2. Instead, we provide ChatGPT with titles
and ask it to write an introduction, background, and conclusion
section for each title (similar to Task 1). For each discipline and
section, we collect 10,000 samples using the titles from GPABench2
(90,000 in total). We apply the cross-prompt cross-discipline Check-
GPT (Sec. 5.3) on the new sections. As shown in Table 11, Check-
GPT maintains 99.9% TPR for all the sections. We also manually
gathered and evaluated human-written sections from 1,000 papers.
The TNRs for the introduction, background, and conclusion sec-
tions are 98.24%, 99.35%, and 99.61%, respectively. This shows the
high potential of CheckGPT for general academic writing.
Classic NLP Datasets. We evaluate CheckGPT with three NLP
datasets: Wikipedia Abstracts (1,500 random samples from 14),
ASAP Essays [30], and BBC News [38]. In ASAP Essays, we se-
lected two different tasks: “letters stating opinions on computers”
(Essay-C), and “stories about patience” (Essay-P). We adopted the
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original instructions in Foundation [30] for Task 1 and designed
the prompts for the other tasks and datasets (see Appendix C for
details). We apply the cross-prompt cross-disciplineCheckGPT clas-
sifiers (Sec. 5.3) on the new domains. As shown in Table 13, Check-
GPT shows solid performance, especially on objective, structural,
or argumentative writing like news and opinions. When the last
layer of CheckGPT is tuned with 100 samples (50 for each label)
from each domain, it achieves significantly higher accuracy.
SOTA ChatGPT Datasets in the Literature. We further evaluate
CheckGPT on five ChatGPT datasets in the literature that cover
15 domains. We adopted the following datasets: student essays in
ArguGPT [68]; Finance, Medicine, OpenQA, Reddit, and Wikipedia
in HC3 [39]; arXiv papers, PeerRead reviews, Reddit, wikiHow
manuals, and Wikipedia in M4 [115]; news articles in MULTITuDE
[74]; and MGTBench [41] that covers short Q&A from NarrativeQA
[55], SQuAD1.0 [92] and TruthfulQA [64].

We evaluate CheckGPT with three experiments: (1) directly vali-
date CheckGPT without any fine-tuning, (2) tuning the last layer of
the classification head with 150 samples, and (3) tuning the whole
classification head with the entire training set. We also compare
CheckGPT with tuning the entire language models as reported in
these papers. As shown in Table 12, CheckGPT (without tuning)
reaches an F1-score of >0.95 for 9 out of the 15 domains, and reaches
>0.9 for two more domains. Unsatisfactory performance are shown
on wikiHow and the short Q&A in MGTBench. Unlike all other
writing tasks, the text in wikiHow is highly informal, with many
imperatives as tips or advice. For the MGTBench, most of the an-
swers consist of a single sentence, and many of them even come
with one or two words. For these data, the gaps are too large for
CheckGPT to transfer effectively. Notably, the fully-tuned Check-
GPT outperforms fine-tuned language models in almost all the
domains except M4-Wikipedia, where CheckGPT is 0.012 lower
than fine-tuned RoBERTa. Note full tuning of CheckGPT takes
approximately 120s per epoch, which is considerably faster than
tuning RoBERTa (1049s per epoch) or DistillBERT (548s per epoch).

5.5 CheckGPT Performance Over Time
Since its first release, OpenAI has made several major updates to
ChatGPT. Hence, we ask the question: Will CheckGPT remain ef-
fective over time? We evaluate CheckGPT on ChatLog-HC3 [110],
which consists of ChaGPT-generated answers for the same ques-
tions collected every month starting from 03/2023. In this experi-
ment, we pre-train CheckGPT with GPABenchmark v1, which was
collected before March 2023. As shown in Figure 5,CheckGPT’s per-
formance has stayed high over the past ten months. Note that the
TNRs (Table 14) do not change over time since the human answers
are the same. Additionally, we have the following observations:
• While we only train/tuneCheckGPTwith data prior to 03/2023, it
yields stable performance over 10 months. Moreover, CheckGPT’s
accuracy significantly increased for all the domains on 06/2023. A
possible explanation is that an update may have introduced more
consistent writing styles and stronger patterns to ChatGPT.
• CheckGPT performs worse on OpenQA compared to the original
HC3 collected in 12/2022 (Table 12). In a closer look, we find that
ChatGPT generated significantly shorter answers in ChatLog. The
average length was 133 tokens for HC3-OpenQA but 71 tokens for

Table 12: F1-score of evaluating CheckGPT on SOTA datasets
in different domains. Val.: Direct Validation. FT-L: Fine-
tuning the last layer. FT-A: Fine-tuning all the layers in the
CheckGPT classifier. All SOTA detectors were trained/tuned
with data in the target domain.

Dataset CheckGPT SOTA
Val. FT-L FT-A Model F1-score

ArguGPT-WECCL 1.000 1.000 1.000 RoBERTa 0.994
HC3-Finance 0.957 0.971 0.998 RoBERTa 0.993
HC3-Medicine 0.985 0.985 0.998 RoBERTa 0.995
HC3-OpenQA 0.936 0.948 0.999 RoBERTa 0.986
HC3-Reddit 0.965 0.973 1.000 RoBERTa 1.000
HC3-Wiki 0.945 0.971 0.991 - -
M4-arXiv 0.995 0.999 1.000 RoBERTa 1.000

M4-PeerRead 0.962 0.968 1.000 RoBERTa 0.961
M4-Reddit 0.968 0.986 0.999 RoBERTa 0.907

M4-wikiHow 0.767 0.899 0.998 RoBERTa 0.997
M4-Wiki 0.964 0.983 0.996 RoBERTa 0.997

MULTITuDE 0.951 0.956 0.989 RoBERTa 0.984
MGTBench-N 0.398 0.938 1.000 DistillBERT 0.948
MGTBench-S 0.407 0.949 1.000 DistillBERT 0.989
MGTBench-T 0.817 0.919 1.000 DistillBERT 1.000

Table 13: TPR and TNR (in %) in new domains.

w/o fine-tuning w/ fine-tuning
Task 1 Task 2 Task 3 Task 1 Task 2 Task 3

(a) Wiki
TPR 100.0 99.86 98.13 99.86 98.76 94.08
TNR 81.13 96.50 81.13 99.23 99.54 93.85

(b) Essay-C
TPR 91.09 97.13 86.82 100.0 100.0 100.0
TNR 100.0 100.0 100.0 100.0 100.0 100.0

(c) Essay-P
TPR 83.36 68.82 79.09 99.82 99.82 99.82
TNR 99.92 99.77 99.92 99.69 98.75 99.37

(d) BBC News
TPR 100.0 99.43 90.72 100.0 99.57 97.50
TNR 99.86 99.93 99.86 100.0 99.86 98.79

Table 14: TNR (in %) on ChatLog-HC.

Finance Medicine OpenQA Reddit Wiki
Val. 99.87 100 83.12 99.79 89.29
FT-L 98.60 99.60 91.56 98.72 95.83

Full Re-train 99.75 100 95.36 100 95.83

ChatLog in 03/2023. However, ChatGPT started to generate longer
answers later in 2023, with an average length of 98 tokens in De-
cember, and the performance of CheckGPT increases accordingly.

5.6 Transferability to New LLMs
GPT-4.We invoke GPT-4, which is the most up-to-date and pow-
erful member of GPT models, with the same prompts in Sec. 2.1
to generate GPT-WRI, GPT-CPL, and GPT-POL abstracts for 2000
random samples, respectively (small sample size due to strict rate
limits). We use the unified classifiers to evaluate all the samples,
and CheckGPT achieves >96% TPR in all three experiments (99.95%,
96.90%, and 96.15%, respectively).
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Figure 5: TPR on ChatLog-HC3 with direct validation, fine-
tuning the last layer, and full re-train.

Table 15: Performance (F1-score) of CheckGPT on non-GPT
LLMs. SOTA: the performance of fine-tuned languagemodels.

Dataset Other LLMs FT-L FT-A SOTA
Min. Avg. Min. Avg. Min. Avg.

M4-arXiv BloomZ, Cohere,
Dolly, Flant-T5/Llama

0.903 0.927 0.998 0.999 - -
M4-PeerRead 0.820 0.868 0.996 0.999 - -
M4-Reddit 0.872 0.987 0.984 0.996 - -

M4-wikiHow BloomZ, Cohere,
Dolly

0.834 0.915 0.988 0.995 - -
M4-Wiki 0.798 0.847 0.978 0.989 - -

MULTITuDE Alpaca, LLaMA, OPT, 0.656 0.758 0.937 0.965 0.883 0.941OPT-IML, Vicuna
MGTBench-N

ChatGLM, Dolly,
StableLM

0.909 0.934 1.000 1.000 0.875 0.928
MGTBench-S 0.908 0.919 1.000 1.000 0.939 0.965
MGTBench-T 0.920 0.956 1.000 1.000 0.966 0.988

Non-GPT LLMs. Other LLMs might adopt unique model architec-
tures, training datasets, and training methodologies, which may
differ significantly from ChatGPT. In this paper, we do not claim or
expect the transferability of CheckGPT to non-GPT LLMs. Never-
theless, we still apply CheckGPT (without tuning) to the content
generated by 11 non-GPT LLMs: M4 [115], MULTITuDE [74], and
MGTBench [41]. As shown in Figure 15, CheckGPT is highly adapt-
able to content generated by all the LLMs. Note that the F1-scores
for models other than ChatGPT in M4 are not reported in [115].

5.7 Advanced Prompt Engineering
As presented in Section 2.1, GPABench2 contains 435K additional
testing samples using advanced prompt engineering. We evaluate
the new dataset with task-specific, discipline-specific, and cross-
prompt classifiers. As shown in Table 16, CheckGPT’s TPRs are
consistently high. Moderate decreases are only noticed in LMP,
SCP, GKP, MP, and II for Task 2, and LMP for Task 3. However,
when a prompt-specific (P1) model is used for the new data, the
average TPR decreases by 0.85%, and the maximum decrease is
8.2% (detailed in Appendix D.2). This suggests the robustness of
the cross-promote models, i.e., the models learned GPT-specific
features that are transferable instead of prompt-specific bias.

5.8 Discussions on CheckGPT’s Transferability
With all the task-, prompt-, model-, and domain-transferability
experiments, we raise the critical questions: What makes Check-
GPT trained on GPABench2 (non-)transferable to other domains? How
can GPABench2 contribute to general-purpose GPT-text detection? To
investigate this, we again adopt the NELA feature to measure the
domain gaps between GPABench2 and all the 39 target domains in
the transferability experiments, e.g., Wiki, ASAP Essays, BBC News,
etc. We examine the correlation of each feature with CheckGPT’s

Table 16: TPR (in %) on advanced prompts.

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

ZC 100.0 100.0 100.0 99.38 98.91 99.21 99.79 99.84 99.79
APE 100.0 100.0 99.96 99.11 99.21 99.21 99.47 99.26 99.27
SCP 99.95 99.94 99.98 99.15 98.43 98.67 99.64 99.81 99.73
FSP 100.0 99.98 99.92 99.68 99.61 99.44 99.45 99.24 99.54
LMP 99.94 99.98 99.94 98.60 98.97 98.85 99.01 98.99 98.89
GKP 99.96 99.98 100.0 98.50 98.62 98.70 99.78 99.73 99.80
PP 100.0 100.0 99.98 99.66 99.90 99.54 99.84 99.88 99.83
GP 99.64 99.59 99.83 99.78 99.59 99.67 99.19 99.48 99.33
MP 99.96 99.98 99.98 97.78 97.75 97.97 99.58 99.65 99.73
II 100.0 99.98 99.96 99.21 98.53 99.00 - - -

Figure 6: Correlations between domain-specific features and
CheckGPT’s transferability.

transferability, i.e., the performance of CheckGPT in validations
without fine-tuning. We set a threshold at 0.5 on Spearman’s Rank
Correlation Coefficient. Eventually, we obtain the positive and neg-
ative factors influencing the transferability of CheckGPT, as shown
in Figure 6. The top six positive features are (from high to low):
Fairness Virtue, Readability (Coleman-Liau Index, average word
length, LIX Readability, and Smog Index), adjectives, plural nouns,
gerunds. The top two negative factors are quotes and particles.

Based on the positive factors, we conclude that CheckGPT will
transfer better to objective, complex, detailed, narrative, or journalis-
tic writing. Firstly, the fairness virtue indicates an objective tone,
while higher readability indicates longer and more complex sen-
tences and word usage. Secondly, descriptive language plays an
important role in writing styles with more adjectives. Adjectives
add details and expressiveness to the writing by qualifying nouns
and pronouns. More adjectives improve the clarity and vividness
of the text, indicating creative or detailed writing. Thirdly, writing
styles that frequently use plural nouns typically involve discussion
of general concepts, discovery, groups, or disciplines rather than
focusing on individual or specific instances. They usually serve a
technical, scientific, analytical, or political purpose. Lastly, as we
have shown in Section 4.2, ChatGPT favors gerunds and Check-
GPT will transfer to descriptive or narrative writing with a sense
of continuous actions and processes. Similarly, based on the neg-
ative factors, we conclude that CheckGPT will possibly show less
transferability to informal writing and conversations, as particles
and quotes will appear more frequently in these writing styles.
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Figure 7: Detecting ChatGPT usage in arXiv papers.

5.9 Use of ChatGPT in arXiv Papers
Finally, we ask “Howmany authors are using ChatGPT to write/polish
their research papers?” We collect all the arXiv abstracts in CS from
January 2016 to December 2023 (∼450k samples, excluding those in
GPABench2). We evaluate each abstract with the unified cross-task
cross-prompt cross-disciplinary classifier and show the monthly
average positive rates in Figure 7. There is a significant increase
in ChatGPT usage, with a peak of 26.1% in December 2023. The
average positive rates before, between, and after the releases of
GPT-3 and ChatGPT are 1.12%, 1.78%, and 7.83%, respectively. The
exponential growth started in December 2022, right after ChatGPT’s
release on 11/30/2022. Our model also annotates 0.23∼1.66% of the
abstracts posted before GPT3 as GPT-GEN, which may be explained
by CheckGPT’s 1% FPR, while LLMs like GPT-2 might also be used
by the early adopters.

5.10 Robustness against Sanitized GPT Output
We consider the scenario where the user (attacker) sanitizes the raw
output from ChatGPT to make it more human-like in an attempt to
escape CheckGPT. We discuss and implement four attacks:
Automatic Rephrasing.The attacker prompts ChatGPT to rephrase
its answers twice. In each prompt, ChatGPT is asked to rephrase
its output to make it “more like human-written.”
Mixed Human/GPT Writing (The Mixing Attack). The attacker
substitutes some of the ChatGPT-generated text with human-written
text to confuse the detector. In particular, ChatGPT-written ab-
stracts are usually 6-8 sentences long, where the first and last sen-
tences are more generic and less technical. We substitute each of
the top 3 and last 3 sentences with the corresponding sentence from
the HUM abstract. We further attempt to substitute two sentences
(top 2 or last 2) from GPT-GEN abstracts. In the end, each attack
sample is a hybrid text with GPT-GEN and HUM content.
Copyediting.Wemake a strong attack assumption that the attacker
knows the vocabulary distribution of GPT- and HUM-generated
text, and sanitizes GPT text accordingly. To mimic this attack, we ex-
amine word and bi-gram distribution in HUM- and GPT-generated
abstracts in GBABench2, and identify the words and phrases with
the largest frequency discrepancy. i.e., words that are popular in
GPT-GEN but rarely used in HUM. We drop the attributives and
substitute the other words/bigrams that are popular in ChatGPT
text with synonyms that are heavily used by humans. Based on
the attackers’ knowledge and costs, we define three attack levels:
Top-3, Top-5, and Top-10. We extract the Top-N words and phrases
in each discipline, task, and prompt and combine them in one set.

Eventually, there are 76 items in the Top-10 set and 52 items in the
Top-3 set. Some examples of substitutions in all three levels include
removing or replacing “this paper”, “the paper”, “this study”, “in
this paper”, “in this study”, “additionally”, “furthermore”, etc. Please
see Appendix D.4 for the detailed vocabulary and substitutions.
Prompt Engineering. Same as the Copyediting Attack, the attacker
knows the term distributions of human- and GPT-generated texts.
The attacker employs prompt engineering to ask ChaGPT to avoid
using the frequent words and phrases in GPT-GEN text.

We evaluate our cross-prompt cross-discipline cross-task clas-
sifier against 10,000 attack samples for each combination of task,
discipline, and prompt. The TPRs are shown in Table 17. We have
the following observations:
• CheckGPT’s accuracy becomes higher on rephrased text, i.e.,
nearly 100% TPR for all the tasks/discipline. It implies that the
inherent patterns of ChatGPT get stronger after iterative rewriting.
• CheckGPT is robust when any of the first/last 3 sentences are re-
placed with a human sentence. Performance for a few tasks dropped
to ∼75% when two sentences (about 1/4 to 1/3 of the abstract) are
replaced, while the other tasks still perform >90%. That is, Check-
GPT’s detection is not dominated by any single sentence-level
indicator. Instead, every sentence contributes to the decision.
• CheckGPT’s detection accuracy decreases slightly when the
unique terms used by ChatGPT (sometimes referred to as “arti-
facts”) are removed or replaced with “human terms”. However, the
average TPR remains at 83.1% (with a minimum of 70.45%) after
removing/replacing 76 top words and phrases in GPT-GEN text.
This implies that CheckGPT learns and utilizes the lexical features
in GPT-generated content, but it does not completely rely on them.
• CheckGPT reaches the lowest accuracy with Copyediting Attacks
in Task 3. In this polishing task, ChatPGT mostly maintains the
structure of the paragraph and the sentences but makes word-
level tuning. Therefore: (1) The semantic and structural features of
GPT-POL abstracts are very similar to HUM abstracts. And (2) the
lexicon features of GPT-POL abstracts are effectively eliminated by
the manual Copyediting Attack. Both factors contribute to the low
accuracy of CheckGPT against this attack.
• CheckGPT’s performance stays high against the Prompt Engi-
neering Attacks. This shows that the ChatGPT’s habitual patterns
persist even under specially crafted instructions, which aligns with
our findings in Section 5.7.

In summary,CheckGPT is highly robust against post facto human
interventions of ChatGPT-generated content at word/phrase and
sentence levels. As we have observed, CheckGPT employs many
“weak indicators” from the lexicon, structural, and semantic fea-
tures that are scattered across the entire text snippet to collectively
support a classification decision with relatively strong confidence.

6 RELATEDWORK
Neural Language Models and LLM. Neural networks for word
probabilistic modeling have been developed since the 2000s [7,
17, 106]. Recently, pre-trained language models with general but
effective word representation have been widely used, e.g., BERT
[23], RoBERTa [67], ELMo [88], GPT-2 [91], and BART [61]. The
large language models (LLMs) are trained on massive amounts of
data with deep learning frameworks that consist of an ultra-large
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Table 17: TPR (in %) under attacks. CE: Copyediting.
PromptEng: Prompt Engineering Attacks. Mixing-F/L: sub-
stituting the first/last sentences.

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

Rephrasing 100.0 100.0 100.0 99.99 99.98 100.0 99.99 99.97 99.95
Mixing-F1 99.98 100.0 99.93 99.52 99.54 99.33 93.10 97.31 91.52
Mixing-F2 99.98 100.0 99.98 99.21 99.44 99.09 95.73 98.00 95.28
Mixing-F3 99.89 99.97 99.77 97.59 98.62 96.83 90.52 96.22 90.73
Mixing-L3 99.96 99.97 99.85 99.02 99.54 98.57 96.71 98.18 96.79
Mixing-L2 99.83 100.0 99.87 98.14 99.24 98.03 94.63 98.17 94.52
Mixing-L1 99.80 100.0 99.78 95.21 97.33 96.24 96.44 98.39 95.83
Mixing-F12 99.77 99.97 99.31 96.90 97.63 95.62 75.78 87.55 73.02
Mixing-L12 95.60 98.20 96.43 78.05 85.57 82.67 75.68 94.14 85.75
CE-Top3 96.55 98.47 92.79 93.06 95.35 91.88 83.77 91.88 85.85
CE-Top5 92.92 96.47 88.83 89.06 92.25 87.35 78.36 89.84 81.17
CE-Top10 89.27 92.62 82.02 85.75 88.52 82.54 70.45 84.20 72.56
PromptEng 99.99 99.94 99.99 99.19 99.02 99.62 89.92 89.30 95.92

Table 18: Summary of SOTA LLM-content Detectors.

Study Approach Transfer
-ability

#Hum. Domain Dataset
Tool Stat Hum DNN Evalu. News QA Essay Res. Size Open

Pr
e-
Ch

at
G
PT [34] ● − − ● ● 300

[60] ● ● − − ● 90𝑘 ●
[79] ● − − ● ● −
[108] ● ● − ● 28𝑘 ●
[120] ● ● 𝑎 ● 20𝑘 ●

Ch
at
G
PT

[10] ● − ● 100𝑘
[32] ● ● − 2 ● 100
[39] ● ● ● 17 ● 125𝑘 ●
[41] ● ● ● ● ● 6𝑘 ●
[59] ● ● ● ● 134𝑘
[68] ● ● ● ● 43 ● 8𝑘 ●
[74] ● ● ● ● 74𝑘 ●
[115] ● ● ● ● ● ● ● 122𝑘 ●
Ours ● ● ● ● ● 242𝑏 ● ● ● >2.8m ●

Pre-ChatGPT: Grover and GPT-2/3. Tool: used/evaluated online detection tools. Sat:
Statistical approach. Hum: human evaluation. # Hum. Evalu.: number of human
evaluators. Res.: research papers/abstracts. Open: open-sourced.
𝑎 The number of human evaluators is not explicitly provided.
𝑏 155 evaluators in the first experiment and 87 evaluators in the second experiment.

number of parameters. ChatGPT is built on top of OpenAI’s GPT-3.5
with fine-tuning through supervised and reinforcement learning.
LLM-Content Detection. The detection of LLM-texts can be cate-
gorized into white-box and black-box approaches [107]. Prior works
[34, 60, 79, 108, 120] study LLM-content detection for pre-ChatGPT
models. [32] evaluated 50 ChatGPT-written biomedical research ab-
stracts with human reviewers and a RoBERTa-based classifier. Their
findings show that 34% of the abstracts are labeled as likely human-
written. [10] trained a transformer-based deep learning model to
distinguish between AI-generated and human-written essays in a
range of different education levels. [39] and [68] conduct compre-
hensive studies, including human evaluators. [39] analyzes a series
of question-answering datasets in both English and Chinese, and
[68] targets essays written by students and English learners. [41]
establishes the first machine-generated text benchmark evaluating
a number of detection approaches.

The detailed comparisons of existing GPT detectors are listed
in Table 18. Compared with the other approaches, CheckGPT (1)

collects/uses a significantly larger dataset, (2) uses a model-agnostic
design for higher affordability, upgradability, and flexibility, and (3)
achieves very high accuracy, transferability, and interoperability.

DEMASQ [59] is the most recent work that is similar to Check-
GPT. It designed an energy-based model to identify the inherent
differences between GPT- and human-generated text. Experiments
across 8 sub-datasets achieved an accuracy of 73.9% to 100%. DE-
MASQ employs a very different attack model as it assumes alter-
ations to ChatGPT output made by humans to evade detection.
Its detailed alteration algorithm, datasets, and models are not yet
open-sourced. Therefore, we are unable to run a comparative study.
Security and Ethics in AIGC Application. AI-generated content
(AIGC) has been used in adversarial activities before LLMs were
introduced [27], while ChatGPT may provide a powerful tool to
malicious actors [22, 93]. The detection of AI-backed bots, scams,
and misinformation has been extensively studied in the literature
[19, 71, 98, 118], while the rise of ChatGPT introduces both new
opportunities [24, 33, 42, 43, 46, 113] and challenges [15, 21, 36, 37,
40, 77, 94]. While Open AI has enforced internal mechanisms to
prohibit the unethical use of ChatGPT, the restrictions could be
evaded [62, 66]. Finally, there are also discussions and concerns
with ChatGPT’s potential impact on education and research [28,
103, 117], especially on authorship and plagiarism [3, 29, 53, 104].

7 CONCLUSION
In this paper, we first present GPABench2, a benchmarking dataset
with 2.385 million samples of human-written, GPT-written, GPT-
completed, and GPT-polished research paper abstracts. Next, we
show that the existing ChatGPT detectors and human users are inca-
pable of identifying GPT-content in GPABench2.We further present
CheckGPT, a deep learning-based detector for GPT-generated aca-
demic writing. With extensive experiments, we show that Check-
GPT is highly accurate, affordable, flexible, and transferable.
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A PROMPTS USED IN GPABENCH2
A.1 Prompts Used in the Main Dataset of

GPABench2
The complete prompts used in GPABench2 data collection are listed
as follows:
(1) Prompt 1: zero-shot prompt.

Task 1: Here is the title of an academic research paper. Please
write a paper abstract about it: {input}.
Task 2: Here is the first half of the abstract of an academic re-
search paper. Please complete its second half with approximate
{X} words: {input}.
Task 3: Here is the abstract of an academic research paper.
Please rewrite it for clarity: {input}.

(2) Prompt 2: Prompt with context.
Task 1: Write an abstract of a research paper in {discipline} with
first-person, clear, and academic language about "{title}".
Task 2: Write a well-written and coherent continuation, with
approximately {X} words, of the following first half of the ab-
stract of a research paper in {discipline}: "input"
Task 3: Write a polished and refined version of the following
abstract of a research paper in {discipline} to improve its overall
quality and readability: "{input}"

(3) Prompt 3: Role-playing prompt.
Task 1: I want you to act as an academic paper writer. You are
familiar with the topics in {discipline}. You will be responsible
for writing a paper abstract. Your task is to generate an abstract
for a paper with a given title. Please only include the written
abstract in your answer. Here is the title of the paper: "{input}"
Task 2: I want you to act as an academic paper writer. You are
familiar with the topics in {discipline}. You will be responsible
for completing an unfinished paper abstract. Your task is to
create a seamless and well-written continuation with approxi-
mately {X} words for the second half, given the provided first
half of the abstract. Please only include the second half in your
answer. Here is the first half of the abstract: "{input}"
Task 3: I want you to act as an academic paper writer. You are
familiar with the topics in {discipline}. You will be responsible
for rewriting a paper abstract. Your task is to improve the writ-
ing and clarity of the abstract. Please only include the rewritten
abstract in your answer. Here is the original abstract of the
paper: "{input}"

(4) Prompt 4: detailed user requirements and instructions.
Task 1: Please act as an expert paper writer and write the ab-
stract section of a paper from the perspective of a paper reviewer
to make it fluent and elegant. Please only include the written
abstract in your answer. Here are the specific requirements: 1.
Enable readers to grasp the main points or essence of the paper
quickly. 2. Allow readers to understand the important informa-
tion, analysis, and arguments throughout the entire paper. 3.
Help readers remember the key points of the paper. 4. Please
clearly state the innovative aspects of your research in the ab-
stract, emphasizing your contributions. 5. Use concise and clear
language to describe your findings and results, making it easier
for reviewers to understand the paper. Here is the title of the
paper: "{input}"

Task 2: Please act as an expert paper writer and complete
the second half of the given first half of an abstract section
from the perspective of a paper reviewer to make it fluent and
elegant. Please only include the second half of the abstract in
your answer. Here are the specific requirements: 1. The length
of the second half should be about {X} words. 2. The existing
content should serve as the foundation, and the new portion
should seamlessly integrate with it. 3. Use your expertise and
maintain its technical accuracy and clarity. 4. Ensure a coherent
and logical flow between the first and second halves. 5. Use
clear and academic language, making it easier for reviewers to
understand the paper. Here is the first half of the paper abstract
section: "{input}"
Task 3: Please act as an expert paper editor and revise the
abstract section of the paper from the perspective of a paper
reviewer to make it more fluent and elegant. Please only in-
clude the revised abstract in your answer. Here are the specific
requirements: 1. Enable readers to grasp the main points or
essence of the paper quickly. 2. Allow readers to understand
the important information, analysis, and arguments throughout
the entire paper. 3. Help readers remember the key points of
the paper. 4. Please clearly state the innovative aspects of your
research in the abstract, emphasizing your contributions. 5. Use
concise and clear language to describe your findings and results,
making it easier for reviewers to understand the paper. Here is
the original abstract section of the paper: "{input}"

A.2 Prompts used in the Additional Testing
Samples

The details of the prompt techniques covered in Sec 5.8 are as
follows.

(1) Zero-shot Chain-of-Thought Prompting (ZC). Zero-shot
Chain-of-Thought (Zero-shot CoT) Prompting [56] utilizes
a trigger phrase like "Let’s think step by step." to guide the
model through a sequence of necessary reasoning steps for
the problems. Each prompt has two parts: the first generates
a chain of thought, and the second extracts the final answer.
In our experiment, we adhered the trigger phrase to our
original prompts.

(2) Automatic Prompt Engineer (APE). APE [123] automates
the process of generation and selection of the prompts for
LLMs with an iterative scoring and resampling mechanism.
We simplify this process by directly adopting the optimal
trigger phrase "Let’s work this out in a step by step way to
make sure that we have the correct (good) answer." from
[123].

(3) Self-critique Prompting (SCP). This method [75] engages
LLMs in a self-evaluation process to enhance model per-
formance [4, 31, 97, 114]. The LLMs provide self-reflective
feedback or suggestions on their own responses and improve
them. In our experiment, we instruct ChatGPT to perform
self-critique and self-improvement subsequently.

(4) Few-shot Prompting (FSP). Few-shot prompting [12], also
widely recognized as few-shot in-context learning, involves
a set of demonstrations or examples to condition the LLMs
to the context. In our experiment, we provide three paper
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abstracts each time to facilitate ChatGPT’s understanding of
academic writing styles.

(5) Least-to-Most Prompting (LMP). This method [122] con-
sists of two stages: decomposing the problem into easier
subproblems and solving them subsequently. In our experi-
ment, we asked ChatGPT to decompose our original question
and respond following the devised recipe.

(6) GeneratedKnowledge Prompting (GKP).Generated Knowl-
edge Prompting [65] includes two stages: initial queries
asking the LLM to give relevant information, which is sub-
sequently refined as the context for further instructions.
This recursive prompting technique leverages the LLM’s
knowledge-generation capability.

(7) GPT-generated Prompts (GP). Following [101], we ap-
point ChatGPT as a prompt generator. We assign the task
of drafting and improving the prompts to optimally align
with user needs while ensuring their clarity, conciseness,
and comprehensibility for ChatGPT. Here is the prompt used
in this paper: "I want you to become my prompt generator.
Your goal is to help me craft the best possible prompt for my
needs. The prompt will be used by you, ChatGPT. You will
follow the following process: 1. Your first response will be
to ask me what the prompt should be about. I will provide
my answer, but we will need to improve it. 2. Based on my
input, you will generate the revised prompt. It should be
clear, concise, and easily understood by you."

(8) Prompt Perfect (PP). Prompt Perfect [90], a third-party plu-
gin supported in the OpenAI GPT-4 interface [82], rephrases
user inputs to improve the quality of ChatGPT’s responses.
In our experiments, we use Prompt Perfect to rephrase our
original prompt.

(9) Meta Prompts (MP). Similar to self-critique prompting,
meta prompts instruct LLMs to revise both the answer and
the prompt [35]. At the end of the process, LLMs generate
an additional response based on the refined prompt.

(10) Instruction Induction (II). This method [47] searches the
natural language space for an apt description of the target
task. It introduces a paradigm where the model is provided
with a few input-output pairs and then prompted to infer a
fitting instruction. Task 3 was omitted in our experiments
due to the lack of abstracts before and after proficient polish-
ing. For Task 1 and 2, we use the original title and abstract
as examples. The prompts inferred by ChatGPT are "Given
the title of a research paper, please generate an abstract that
outlines the main contributions, methodology, and results
of the paper." and "Given an abstract or introduction dis-
cussing the motivation and problem definition of a research
paper, provide a continuation which describes the proposed
solution, methodology, and results.".

B BENCHMARKING OPEN-SOURCE AND
ONLINE CHATGPT DETECTORS

B.1 Open-source Detectors used in This Study
The following open-source detectors for LLM and CharGPT are
adopted in the benchmarking study in this paper (Section 2.2). The
default settings are the same as the ones used in DetectGPT [79]

& MGTBench [41]. Fine-tuned Language Models were adopted
from Huggingface and finetuned (optimizer=AdamW, learning rate
=1e-5, max epoch=12, weight decay=0.01 except for biases and
normalization layers).
HC3-Perplexity (HC3-PPL). This is the pre-trained perplexity-
based model on the HC3 dataset [39].
HC3-GLTR. This is the pre-trained HLR (GLTR Test 2) model on
the HC3 dataset [39].
HC3-Roberta (HC3-RBT). This is the RoBERTa parameters fine-
tuned on HC3 dataset [39].
OpenAI-Roberta (OpenAI-RBT). This is RoBERTa parameters
fine-tuned on GPT-2 model outputs by OpenAI [84, 100].
Rank. This method computes the average rank of each observed
token by likelihood given a language model. Text with a smaller
average rank is likely machine-generated [79].
Log-Rank. The average log-ranks of each token are computed
applying logarithm [79], which outperforms rank-based detection.
Histogram-of-Likelihood Ranks (HLR). GLTR [34] uses this as
Test 2. With the ranks of each token, HLR further binned them into
4-dimensional histograms using three thresholds.
Total Probability (TP). [100] observes that the likelihood ofmachine-
generated text sequences differs from human-written text according
to a language model. The average token-wise log probability of the
machine-generated text is usually higher.
Perplexity (PPL). Perplexity is the exponentiated average negative
log-likelihood of a text input given a LanguageModel. [39] observes
that the perplexity is lower on GPT-generated content.
Entropy. The entropy-based detection [34, 79] follows the hypoth-
esis that the machine-generated text will be more "in-distribution"
[34] or "out-of distribution" [79], resulting in a difference of confi-
dence given a pre-trained language model.
DetectGPT. [79] proposes a zero-shot method based on the obser-
vation that text generated by LLMs typically resides in regions of
negative curvature, considering the log probability. Thus, it per-
turbs the input text with small changes and analyzes the change in
likelihood. A significant drop indicates machine-generated text.

B.2 Benchmarking GPTZero
GPTZero. For each text paragraph, GPTZero [109] reports a binary
decision of “human” or “GPT”. As shown in Table 1 (a), GPTZero
demonstrates very high accuracy with human-written abstracts
(98.1% average accuracy across all the topics). However, its detection
accuracy for GPT-generated abstracts appears to be very low, with
an average accuracy of 24.3%. That is, GPTZero has a very strong
tendency to classify an input abstract as “human-written”. From
Task 1 to Task 3, the detection performance decreases significantly
(from 42.5% to 8.1%). That is, when more information is given to
ChatGPT, the generated text appears to be more “human-like” in
the eyes of GPTZero.

B.3 Benchmarking ZeroGPT
For each input text snippet, ZeroGPT reports a decision from nine
different labels. We map them to integer scores in the range of [0, 8],
where 0 indicates human-written and 8 indicates AI/GPT-generated.
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For each input text snippet, ZeroGPT [121] returns one of the
nine possible decisions. We assign an integer score of [0, 8] as
follows:
(0) Your text is Human written
(1) Your text is Most Likely Human written
(2) Your text is Most Likely Human written, may include parts

generated by AI/GPT
(3) Your text is Likely Human written, may include parts generated

by AI/GPT
(4) Your text contains mixed signals, with some parts generated by

AI/GPT
(5) Your text is Likely generated by AI/GPT
(6) Your text is Most Likely AI/GPT generated
(7) Most of Your text is AI/GPT Generated
(8) Your text is AI/GPT Generated

The distribution of the scores for each task and each discipline is
shown in Table 19. For instance, for GPT-polished abstracts (Task
3) in CS, 88.3% were annotated as “human” by ZeroGPT, while 4.7%
were annotated as “Most likely human written”.

When we converted the 9-point scores to binary decisions of
“GPT”/“Human”, a threshold of 4 was used. We can also make the
case that categories 2, 3, and 4 should be categorized as “GPT” in
Task 3 since the decision statements indicate that they “may include
parts generated by AI/GPT,” which is the case for Task 3. However,
changing the decision threshold will not significantly change the
observations and conclusions in Section 2.2, since only a very small
portion of the samples in Task 3 were annotated with those three
labels, as shown in Table 19. For Tasks 1 and 2, the text snippets
we sent to ZeroGPT were completely written by ChatGPT. Hence,
a threshold of 4 is the most reasonable choice.

ZeroGPT’s average detection accuracy for each task and each
discipline was presented in Table 1 (b1), and the average score for
each experiment in Table 1 (b2). ZeroGPT’s detection accuracy for
human-written abstracts is close to 100% in CS and physics, and
slightly lower (∼95%) in humanities and social sciences (HSS). Its
accuracy with fully GPT-written abstracts is also high, especially for
HSS (92.3%). However, the detection accuracy for GPT-completed
and GPT-polished abstracts in CS and physics appears to be very
low (in the range of [5%, 25.3%]), while the accuracy for HSS appears
to be relatively higher. While ZeroGPT claims a detection accuracy
of 98%, it appears to be less effective in academic writing. Similar to
GPTZero, ZeroGPT also has a tendency to classify GPT-generated
text as human-written.

B.4 Benchmarking OpenAI’s Text Classifier
For each input text snippet, the OpenAI text classifier [81] returns
a decision from one of the five classes. We map them to an integer
score of [0, 4] as follows:
(0) The classifier considers the text to be very unlikely AI-generated.
(1) The classifier considers the text to be unlikely AI-generated.
(2) The classifier considers the text to be unclear if it is AI-generated.
(3) The classifier considers the text to be possibly AI-generated.
(4) The classifier considers the text to be likely AI-generated.

The distribution of the scores for each task and each discipline
is shown in Table 20. For instance, for human-written CS abstracts,

Table 19: Distribution of detection score generated by the
ZeroGPT: 0: human-written; 8: GPT-generated. The largest
score category for each experiment is shown in bold.

T1. GPT-ERI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

(a) Score distribution (in %) of GPT-generated abstracts.
0 16.7 21 1.7 52.7 75.7 18 88.3 93 52
1 4.7 3 2 1.3 1 1 4.7 2 6.7
2 6 5 2 13.3 11.3 13.7 2 1 8.3
3 2.7 1 2 6.7 0.7 3 1.3 0.7 5.3
4 2.7 1.7 0 0.7 1.3 2 0.3 0.7 3
5 4.3 0.7 0.3 5.3 2 7.7 1.3 0 6.7
6 4.7 5.7 2.7 4 3.3 7.3 1 0.7 5
7 8.7 17.3 3.3 3.3 1 9.7 0 0.3 3.3
8 49.7 44.7 86 12.7 3.7 37.7 1 1.7 9.7
(b) Score distribution (in %) of human-written abstracts.
0 93.7 97.7 79 96.3 98.7 87.3 92 96 79
1 3.3 0 9 0.7 0 0.7 4 1 6.7
2 3 0.7 5 2.7 1 5.7 2 1.3 5
3 0 0 2 0 0 1 0.3 0.3 2
4 0 0.3 1.7 0 0 1.3 0.3 0 1.7
5 0 0 1 0 0.3 1 0.3 0.3 2
6 0 0 1.3 0 0 1 0 0 2
7 0 0.3 0.7 0.3 0 0.3 0 0.3 0.3
8 0 1 0.3 0 0 1.7 1 0.7 1.3

11% are classified as “very unlikely AI-generated, 40% are classified
as “unlikely AI-generated”, 45.3% are classified as “unclear if it is
AI-generated”, and the remaining 3.7% are classified as “possibly
AI-generated”.

We use a threshold of 2 to generate a binary decision for each test.
Note that a classification of “(2) unclear if it is AI-generated” is con-
sidered wrong for both GPT-generated and human-written inputs.
We present OpenAI’s classification accuracy in Table 1 (c1) and the
average scores in Table 1 (c2). OpenAI’s classifier shows slightly
different patterns from GPTZero and ZeroGPT. It demonstrates
moderate performance in classifying abstracts that are fully written
by humans or GPT. However, its accuracy for GPT-completed and
GPT-polished abstracts appears inadequate (but slightly better than
GPTZero and ZeroGPT). We also noticed that this classifier is very
sensitive to the length of text. While it requires a minimum of 1,000
characters for each input text snippet, a shorter input (e.g., input
in Task 2 GPT-CPL) is more likely to yield a wrong or “unclear”
decision.

Note that OpenAI has taken its detector offline in July 2023,
“due to its low rate of accuracy.” 5 This is another indication that
distinguishing human-written and GPT-generated text is a very
challenging task even for the owner of GPT.

C OTHER DATASETS
Note that the same data samples are used for testing before and
after fine-tuning in Section 5.4.
• Wikipedia Abstracts. The dataset contains the first introduc-
tory section of Wiki articles. We revise the ChatGPT prompts to

5https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text

https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text
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Table 20: Distribution of detection score generated by the
OpenAI text classifier: 0: very unlikely AI-generated; 2: un-
clear if it is AI-generated; 4: likely AI-generated. The largest
score category for each experiment is shown in bold.

T1. GPT-ERI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

(a) Score distribution (in %) of GPT-generated abstracts.
0 0 0 0 0 0 8 4 5 11.3
1 0.3 0.3 3.3 1.3 12.3 11 23.7 35.3 31.3
2 19 29.7 33.7 35 64 53.7 66 55.3 51.3
3 50 50.7 51 56 22.7 24 6.3 4 6
4 30.7 19.3 12 7.7 1 3.3 0 0.3 0
(b) Score distribution (in %) of human-written abstracts.
0 11 15.7 60 4.3 7.7 56.3 12.7 18 62.0
1 40 54 24 31 52 23.3 38 51 26
2 45.3 28.3 14 54 38 16.7 48.3 29.7 10.7
3 3.7 2 1.3 10.7 2 3.3 1 1.3 1
4 0 0 0.7 0 0.3 0.3 0 0 0.3

Table 21: TPR (in %) of prompt-specific models on advanced
prompts.

T1. GPT-WRI T2. GPT-CPL T3. GPT-POL
CS PHX HSS CS PHX HSS CS PHX HSS

ZC 99.96 100.00 99.98 98.67 97.81 98.60 98.01 99.53 99.08
APE 99.96 99.98 99.90 98.14 98.06 98.69 97.05 97.81 98.00
SCP 99.91 99.75 99.81 97.78 97.40 97.56 98.35 99.28 99.08
FSP 99.88 99.98 99.87 99.01 98.82 99.02 97.19 97.93 98.50
LMP 99.82 99.88 99.64 96.95 97.19 97.93 95.47 97.13 97.49
GKP 99.27 99.93 99.98 96.74 97.26 97.87 98.08 99.17 99.37
PP 94.70 100.00 99.96 98.71 99.40 99.00 98.99 99.48 99.31
GP 98.75 99.03 98.71 99.23 99.24 99.48 97.61 99.03 98.68
MP 99.78 99.90 99.83 95.43 96.38 97.01 97.92 99.46 99.12
II 99.95 99.88 99.90 96.20 96.18 90.79 - - -

avoid terms such as “research” and “paper”. For example, we use
the prompt “Please generate a brief introduction of ...” in Task 1.

• ASAP Essays. We use two types of essays from the Hewlett
Foundation Automated Essay Scoring dataset [30]: [Essay-C]
Essay set 1 contains 1,785 essays of 350 words on average. We
adopt the original prompt from the dataset in Task 1: “Write a
letter to your local newspaper in which you state your opinion on
the effects computers have on people. Persuade the readers to agree
with you.”. [Essay-P] Essay set 7 contains 1,730 stories about
patience. We refer to the original prompts from the dataset to
design ChatGPT prompts e.g., “write a story in your own way
about patience” is used in Task 1. We design prompts for Tasks
2 and 3 accordingly. We remove essays that are shorter than 70
words.

• BBC News Article Dataset. This dataset contains 1,454 BBC
news articles from 2004 to 2005 in five topical areas: business, en-
tertainment, politics, sport, and technology [38]. We use prompts
to emphasize “news articles” to ChatGPT, e.g., “Please generate a
news article titled ...”.

D ADDITIONAL EXPERIMENTAL RESULTS
D.1 NELA Feature Importance
Figure 8, 9, and 10 show the NELA feature importance for each
task over disciplines. For Task 1, readability (Coleman-Liau Index
[18]) is always the dominating feature, regardless of the discipline.
For example, the average Coleman-Liau index for computer sci-
ence is 20.63 for GPT-WRI abstracts and 15.44 for HUM abstracts.
This shows that ChatGPT tends to compose longer sentences and
use longer words during writing, which makes the text harder to
comprehend than human writing. For Task 2, Coleman-Liau’s read-
ability is still themost important feature for all three disciplines, and
its importance is far larger than the others. Other contributing fac-
tors include the gerunds or present verbs (for all three disciplines),
Lix readability (for CS and PHX), possessive pronouns (for PHX),
and Flesch–Kincaid readability (for HSS). For PHX, the average
number of possessive pronouns is 0.05 for HUM abstracts, 0.18 for
GPT-WRI abstracts, and 0.15 for GPT-CPL abstracts. Considering
gerund or present verbs, the average numbers are 0.025, 0.017, and
0.024 for HUM abstracts in CS, PHX, and HSS, and these numbers
nearly double for GPT-CPL abstracts. A possible explanation is
that ChatGPT habitually uses more gerunds as adverbials. For Task
3, the importance is more scattered among features. Readability
and determiners are important across three disciplines. Gerunds
and personal pronouns are important for CS and PHX. Specifically,
ChatGPT uses more determiners, more gerunds, and fewer per-
sonal pronouns than human writers after polishing. Additionally,
ChatGPT uses fewer non-third-person singular present verbs for
PHX and HSS and more third-person singular present verbs for CS.
However, readability is consistently the most important feature,
and most other differences (except gerunds) are subtle. Some of the
patterns are unique and not general across disciplines or tasks, e.g.,
third-person singular present verbs. This explains the performance
drop of the classifiers on Task 3.

D.2 Advanced Prompt Engineering
In Table 21, we show the testing accuracy of prompt-specific models
on the advanced prompts. As discussed in Section 5.8, the prompt-
specific models perform worse than the cross-prompt models. Our
interpretation is that the prompt-specific models may have learned
some prompt-specific bias, i.e., linguistic features that are only
generated by certain prompts. Meanwhile, the cross-prompt models
are more likely to learn ChatGPT-specific features, i.e., features that
consistently appear in ChatGPT-generated content from different
prompts.

D.3 Rephrasing and Prompt Engineering
Attacks

For rephrasing attacks, we provide the initial GPT-generated ab-
stracts to ChatGPT. We ask it to rephrase it for two extra rounds.
Our prompt is "1. Here is a paper abstract generated by ChatGPT.
Please rewrite it to make it look more like a human-written abstract.
abstract. 2. Please again rewrite the rewritten abstract given in your
previous answer. Please only include the abstract in your response."

For prompt engineering attacks, we ask ChatGPT to perform
Tasks 1, 2, and 3 but avoid using the Top-10 frequent vocabulary. We
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(a) CS, Task1.

(b) PHX, Task1.

(c) HSS, Task1.

Figure 8: NELA feature importance for Task 1. Readability is
the dominant feature for all three tasks.

adhere "Also, please avoid using the following words and phrases:
vocabulary" to the original prompts used in GPABench2.

(a) CS, Task2.

(b) PHX, Task2.

(c) HSS, Task2.

Figure 9: NELA feature importance for Task 2. More features
get involved in the decision.

D.4 Copyediting Attacks
We present the unique vocabulary as follows. We use blue color to
annotate the unique vocabulary of human writers used for substi-
tution. For the replacement, we also consider different cases and
tenses.
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(a) CS, Task3.

(b) PHX, Task3.

(c) HSS, Task3.

Figure 10: NELA feature importance for Task 3. Multiple
features contribute to the decision.

The Top-10 1-gram unique vocabulary for human-written ab-
stracts is [’article’, ’with’, ’here’, ’may’, ’there’, ’find’, ’consider’, ’s’,
’using’, ’possible’, ’from’, ’present’, ’i’, ’case’, ’discuss’, ’be’, ’about’,
’then’, ’people’, ’very’, ’more’, ’are’, ’first’, ’many’, ’was’, ’were’, ’it’,
’than’, ’show’, ’so’, ’use’, ’an’, ’been’, ’used’, ’is’, ’all’, ’work’, ’can’,

’some’, ’problem’, ’e’, ’we’, ’as’, ’particular’, ’that’, ’if’, ’have’, ’at’,
’has’, ’one’, ’also’, ’they’, ’no’, ’shown’, ’most’, ’not’, ’or’, ’what’, ’but’,
’finally’, ’other’, ’which’, ’two’]. The Top-10 bi-gram vocabulary for
human-written abstracts is [’here we’, ’we use’, ’of a’, ’number of’,
’from the’, ’in particular’, ’and to’, ’by the’, ’declaration of’, ’do not’,
’based on’, ’approval statement’, ’with the’, ’may be’, ’has been’, ’it
is’, ’we also’, ’ethics approval’, ’and the’, ’than the’, ’we discuss’,
’and a’, ’we prove’, ’this work’, ’in which’, ’i e’, ’show that’, ’that the’,
’can be’, ’is shown’, ’for the’, ’be used’, ’consistent with’, ’results
show’, ’one of’, ’we consider’, ’study the’, ’a new’, ’there is’, ’and
that’, ’in the’, ’to be’, ’in this’, ’of the’, ’of interests’, ’is an’, ’find that’,
’as well’, ’we present’, ’is a’, ’if the’, ’we find’, ’e g’, ’is also’, ’we
show’, ’finally we’, ’that is’, ’this article’, ’we study’, ’in a’, ’to the’,
’used to’, ’effect of’, ’paper we’, ’with a’, ’is the’, ’the same’, ’which
is’, ’at the’].

The Top-10 1-gram unique vocabulary for GPT-GEN abstracts
(combining different prompts, tasks, and discilines) is ’insights’,
’aims’, ’explores’, ’investigate’, ’research’, ’demonstrate’, ’humani-
ties’, ’drawing’, ’significant’, ’contributions’, ’computer’, ’on’, ’by’,
’introduces’, ’this’, ’specifically’, ’techniques’, ’field’, ’approach’,
’into’, ’additionally’, ’science’, ’using’, ’authors’, ’employing’, ’light’,
’comprehensive’, ’innovative’, ’novel’, ’these’, ’address’, ’i’, ’various’,
’such’, ’theoretical’, ’paper’, ’study’, ’effectiveness’, ’our’, ’further-
more’, ’individuals’, ’presents’, ’impact’, ’potential’, ’social’, ’con-
tributes’, ’valuable’, ’properties’, ’sciences’, ’examines’, ’understand-
ing’, ’conducted’, ’analysis’, ’findings’, ’through’, ’focuses’, ’pro-
posed’. The Top-10 bi-gram unique vocabulary for GPT-GEN ab-
stracts is ’a comprehensive’, ’the potential’, ’paper introduces’, ’aims
to’, ’the authors’, ’valuable insights’, ’the effectiveness’, ’propose
a’, ’in this’, ’paper we’, ’of these’, ’within the’, ’the researchers’,
’social sciences’, ’analysis of’, ’we demonstrate’, ’to address’, ’we
propose’, ’on the’, ’additionally we’, ’our understanding’, ’our find-
ings’, ’paper presents’, ’our analysis’, ’impact of’, ’paper examines’,
’our approach’, ’contributes to’, ’examines the’, ’of our’, ’the im-
pact’, ’computer science’, ’paper focuses’, ’the findings’, ’to the’,
’the paper’, ’the study’, ’of this’, ’and social’, ’this paper’, ’the field’,
’contribute to’, ’insights into’, ’investigate the’, ’this study’, ’under-
standing of’, ’this research’, ’the innovative’, ’additionally the’, ’our
research’, ’the proposed’, ’explores the’, ’demonstrate that’, ’light
on’, ’demonstrate the’, ’in various’, ’effectiveness of’, ’address this’,
’study we’, ’shed light’, ’novel approach’, ’such as’, ’focuses on’, ’a
novel’, ’into the’, ’presents a’, ’paper i’, ’field of’, ’humanities and’.

The Top-5 1-gram unique vocabulary for GPT-GEN abstracts is
’light’, ’techniques’, ’aims’, ’humanities’, ’our’, ’explores’, ’demon-
strate’, ’insights’, ’paper’, ’these’, ’effectiveness’, ’this’, ’furthermore’,
’significant’, ’understanding’, ’address’, ’findings’, ’sciences’, ’addi-
tionally’, ’study’, ’comprehensive’, ’through’, ’focuses’, ’potential’,
’by’, ’into’, ’research’, ’examines’, ’various’, ’approach’, ’presents’,
’novel’, ’computer’, ’innovative’. The Top-5 bi-gram unique vocabu-
lary for GPT-GEN abstracts is ’paper presents’, ’the study’, ’paper
we’, ’a novel’, ’focuses on’, ’this paper’, ’insights into’, ’computer
science’, ’understanding of’, ’light on’, ’to address’, ’the findings’, ’a
comprehensive’, ’the proposed’, ’humanities and’, ’impact of’, ’the
effectiveness’, ’such as’, ’this study’, ’explores the’, ’our findings’,
’on the’, ’the field’, ’and social’, ’into the’, ’the paper’, ’effectiveness
of’, ’in this’, ’our research’, ’contribute to’, ’examines the’, ’paper
i’, ’social sciences’, ’this research’, ’aims to’, ’valuable insights’,
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’demonstrate the’, ’additionally we’, ’demonstrate that’, ’of our’,
’paper focuses’, ’the authors’.

The Top-3 1-gram unique vocabulary for GPT-GEN abstracts is
’effectiveness’, ’aims’, ’examines’, ’by’, ’novel’, ’into’, ’various’, ’our’,
’humanities’, ’research’, ’light’, ’through’, ’findings’, ’approach’, ’in-
novative’, ’understanding’, ’comprehensive’, ’these’, ’additionally’,
’this’, ’potential’, ’insights’, ’paper’, ’furthermore’, ’demonstrate’,
’focuses’. The Top-3 bi-gram unique vocabulary for GPT-GEN ab-
stracts is ’contribute to’, ’our findings’, ’the field’, ’to address’, ’this
study’, ’on the’, ’a novel’, ’insights into’, ’such as’, ’demonstrate that’,
’examines the’, ’aims to’, ’paper presents’, ’a comprehensive’, ’the
study’, ’understanding of’, ’this research’, ’light on’, ’our research’,
’this paper’, ’the authors’, ’social sciences’, ’paper i’, ’the paper’, ’in
this’, ’into the’, ’the effectiveness’, ’focuses on’, ’effectiveness of’,
’demonstrate the’.

The Top-10 set of replacement pairs is [(’insight’, ’grasp’), (’contri-
bution’, ’improvement’), (’novel’, ”), (’theoretical’, ”), (’effectiveness’,
’accuracy’), (’specifically’, ’in particular’), (’additionally’, ’also’),
(’innovative’, ”), (’valuable’, ”), (’address’, ’solve’), (’impact’, ’influ-
ence’), (’significant’, ”), (’conduct’, ’do’), (’approach’, ’method’), (’fur-
thermore’, ’besides’), (’analysis’, ’study’), (’understanding’, ’grasp’),
(’various’, ’many’), (’comprehensive’, ”), (’individuals’, ’people’),
(’field’, ’subject’), (’property’, ’feature’), (’employing’, ’applying’),
(’technique’, ’method’), (’I’, ’we’), (’drawing’, ’getting’), (’finding’,
’result’), ("a novel", "a new"), (’furthermore we’, ’we also’), (’pro-
posed’, ”), (’explore’, ’discuss’), (’examine’, ’consider’), (’investigate’,
’study’), (’introduce’, ’present’), (’demonstrate’, ’show ’), (’shed light
on’, ’help explain’), (’such as’, ’like’), (’the authors/researchers’,
’we’), (’insights into ’, ’grasps of ’), (’understanding of ’, ’grasps
of ’), (’our analysis of ’, ’a study of ’), (’the field of computer sci-
ence/physics/social sciences/humanities and social sciences’, ’this
subject’), (’the/a/its potential’, ’the/a/its possibility’), (’our/this pa-
per/research/study/work/article aims to’, ’our goal is to’), (’we aim
to ’, ’our goal is to ’), (’focus on ’, ’discuss ’), (’our/this/the re-
search/paper/study’, ’we/this work/this article’), ("In this paper
/work/article/study/research", "")].

The Top-5 set of replacement pairs is [(’insight’, ’grasp’), (’novel’,
”), (’effectiveness’, ’accuracy’), (’additionally’, ’also’), (’innovative’,
”), (’valuable’, ”), (’address’, ’solve’), (’impact’, ’influence’), (’signifi-
cant’, ”), (’approach’, ’method’), (’furthermore’, ’besides’), (’under-
standing’, ’grasp’), (’various’, ’many’), (’comprehensive’, ”), (’field’,
’subject’), (’technique’, ’method’),(’finding’, ’result’), ("a novel", "a
new"), (’furthermore we’, ’we also’), (’proposed’, ”), (’explore’, ’dis-
cuss’), (’examine’, ’consider’), (’demonstrate’, ’show ’), (’shed light
on’, ’help explain’), (’such as’, ’like’), (’the authors’, ’we’), (’in-
sights into ’, ’grasps of ’), (’understanding of ’, ’grasps of ’), (’the
field of computer science/social sciences/humanities and social
sciences’, ’this subject’), (’the/a/its potential’, ’the/a/its possibil-
ity’), (’our/this paper/research/study/work/article aims to’, ’our
goal is to’), (’we aim to ’, ’our goal is to ’), (’focus on ’, ’discuss
’), (’our/this/the research/paper/study’, ’we/this work/this article’),
("In this paper/work/article/study/research", "")].

The Top-3 set of replacement pairs is [(’insight’, ’grasp’), (’novel’,
”), (’effectiveness’, ’accuracy’), (’additionally’, ’also’), (’innovative’,

”), (’approach’, ’method’), (’furthermore’, ’besides’), (’understand-
ing’, ’grasp’), (’various’, ’many’), (’comprehensive’, ”), (’field’, ’sub-
ject’), (’finding’, ’result’), ("a novel", "a new"), (’proposed’, ”), (’ex-
amine’, ’consider’), (’demonstrate’, ’show ’), (’shed light on’, ’help
explain’), (’such as’, ’like’), (’the authors’, ’we’), (’insights into ’,
’grasps of ’), (’understanding of ’, ’grasps of ’), (’the field of com-
puter science/social sciences/humanities and social sciences’, ’this
subject’), (’the/a/its potential’, ’the/a/its possibility’), (’our/this pa-
per/research/study/work/article aims to’, ’our goal is to’), (’we
aim to ’, ’our goal is to ’), (’focus on ’, ’discuss ’), (’our/this/the
research/paper/study’, ’we/this work/this article’)), ("In this pa-
per/work/article/study/research", "")].

E MODEL INTERPRETATION
E.1 Model Interpretation
Besides the accuracy, the transparency of CheckGPT is also impor-
tant. The interpretation of CheckGPT not only helps us understand
the rationale behind a specific decision but also provides discern-
ing insights to distinguish AI-generated from human-written texts.
Therefore, to investigate this, we employ two methods: Integrated
Gradients [57, 105] and Shapley Values [20, 72]. They represent two
different angles: model-specific and model-agnostic explainability
• Integrated Gradients. This method assigns importance to each
value by comparing the gradients with the baselines along the
path. The baselines are the inputs that induce a “neutral” decision.
We utilize the implementation in [57] and apply it to our models.

• Shapley Values. Originally introduced in [99] and recently ap-
plied to machine learning interpretation, a Shapley Value quan-
tifies the impact of each feature by perturbing the input value
and seeing how the change of input contributes to prediction.
We adopt the implementation in [72].

Word-level Analysis.We first apply these methods at the word
level to measure the contribution of each word toward the deci-
sions. As the example shown in Fig. 11 using Integrated Gradients,
the words “landscape” and “automated” are identified as the most
significant features for Task 1 and Task 3, respectively. The feature
saliency is almost uniformly distributed across the entire paragraph
in Task 2.

Fig 12 shows the comparisons of GPT-generated abstract and
human-written abstract explained by Shapley Values. The words
“on” and “data” are themost supportive features leading to a decision
of “human-written”. Words of metadiscourses are the most impor-
tant features in Task 1 and Task 3. Reporting verbs like “explore”,
“aim”, “discuss” and “examine” are mostly adopted by the “GPT-
written” style for describing intentions. The transitional phases
that guide the readers, like “However”, “Overall” and “Ultimately”,
are also significant features for GPT writing, especially Task 2.

Our attempts at the word-level experiments produce relatively
uninformative findings. The significance assigned to each individ-
ual word is usually insufficient for human users to draw useful
conclusions. The limitation of the methods is due to the sophistica-
tion of the LLMs, which capture complex semantic and linguistic
features. Thus, the word-level interpretations are inadequate for
our analysis.
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Sentence-level Analysis. While independent words do not show
a sufficient power of explainability, the corporative semantic pat-
terns captured within sentences have the potential to give a more
comprehensive insight. Language comprehension relies heavily on
context, nuance, and syntactic structures, which are far more in-
formative beyond interpreting individual words. Furthermore, the
LLMs like ChatGPT, typically build their task to generate coherent
and sentence-level responses. Thus, a sentence-level analysis has
been conducted in the hope of a better-quality interpretation.

In Fig 13, we extend our analysis to sentence-level interpretations
using Shapley Values because of its coherent output. The abstracts
are parsed into sentences, which become the new units of features.
The results show that sentence-level analysis provides more mean-
ingful and consistent insights for identifying GPT-generated texts.
First, we find that the supporting sentences for human texts or
GPT texts are located differently in an abstract, which means that
the GPT writing style for different presentation goals contains dis-
tinguishable and unique patterns for detection. Second, we can
see that ChatGPT frequently starts the abstract with a declarative
statement like “This paper proposes" to emphasize the focus of the
paper. It shows that the particular ways of presenting ideas consist
of another character of GPT’s “footprint” in writing. Last, in the last
sentence of the abstracts, ChatGPT usually tries to use a conclusive
statement to summarize the findings or contributions of the paper,
which is also widely observed in regular ChatGPT conversations.
This “habit” of summarization, which is designed for Q&A tasks,
reveals the third pattern uniquely carried by GPT even when it is
writing abstracts. Additional examples of our interpretations are
given in the Appendix.

In summary, comparing the interpretations derived from word-
and sentence-level results, we find that the complex linguistic and
presentation patterns can be better expressed by sentence-level fea-
tures. However, we must admit that it also trades off the granularity
and thus currently can not provide results in finer details (e.g., pat-
terns of wording and phrasing). These interpretation experiments
demonstrate that no explicit or dominant indicators can be easily
captured for GPT writing recognition. The finding emphasizes the
necessity for applying sophisticated and automated tools, like deep
learning techniques, to perform effective detection for complicated
and subtle semantic features.
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(a) Human-written text.

(b) GPT-written text in Task 1.

(c) GPT-completed text in Task 2.

(d) GPT-polished text in Task 3.

Figure 11: Word importance using Integrated Gradients. A case of HSS written by humans and ChatGPT in three different tasks.
Green regions indicate positive contributions to the corresponding label, and red ones indicate negative contributions.
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(a) Human-written text.

(b) GPT-written text in Task 1.

(c) GPT-completed text in Task 2.

(d) GPT-polished text in Task 3.

Figure 12: Word importance using Shapley Values. A case of HSS was written by humans and ChatGPT for three different tasks.
Red regions indicate positive contributions to the label of a particular text, while blue ones indicate negative contributions.
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(a) Human-written text.

(b) GPT-written text in Task 1.

(c) GPT-completed text in Task 2.

(d) GPT-polished text in Task 3.

Figure 13: Sentence importance using Shapley Values. A case of HSS was written by humans and GPT for three different tasks.
Red regions indicate positive contributions to the label of a particular text, while blue ones indicate negative contributions.
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